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Abstract: A new vacancy model describes the kinetic
process of surface segregation on clean surfaces via
atomic movement through vacancies. The detailed seg-
regation mechanism of two impurity metals (Au and Co)
in Pt(111) is examined using periodic density functional
theory, carefully evaluating energy barriers for each step
in the segregation process. Au shows a strong surface
segregation trend to the clean Pt(111) surface, while Co
segregating to the surface is neither thermodynamically
nor kinetically favorable.

Introduction
Platinum has become the most popular cathode electrocatalyst
in polymer electrode membrane (PEM) fuel cells. However, its
relatively sluggish kinetics for the oxygen reduction reaction
(ORR) significantly limits the catalytic efficiency. In recent
years, Pt-based alloys, composed of Pt and other transition
metals, have been extensively investigated1-7 owing to their
enhanced ORR activity. The improvement of catalytic activities
can be attributed to the modification of the geometric and
electronic properties in the alloys. Surface segregation has been
found to play a key role in the process. For example, Stamen-
kovic et al. compared the kinetics of the ORR on bulk Pt3Co
alloys and on Pt-skin structures produced by Pt segregating to
the outmost layer of the annealed alloy surface. They noted that
the ORR is uniquely active on Pt-skin surfaces and the reaction
rate is four times that of the pure Pt catalyst.6 On the other
hand, Pt-based alloys, as cathode electrocatalysts, possess
enhanced stability compared to pure Pt.8,9 Some recent studies
have revealed that the surface structure of these alloys differs
considerably from that in the bulk: A pure Pt-skin is formed in
the outmost layer of the alloys due to surface segregation of Pt
atoms.4,6,7,10-12 Consequently, the enhanced stability of Pt-based
catalysts is also closely related to surface segregation.

Owing to the importance of surface segregation for Pt-based
alloys, numerous studies have been carried out using modern

experimental and computational techniques.2,6,9-11,13-27 For
many Pt alloy systems, segregation trends have been unambigu-
ously identified, and the components of surface and subsurface
regions have successfully been characterized. Nevertheless, some
details of segregation are not completely understood. Particu-
larly, the kinetics of surface segregation, which is critical to
elucidate the driving forces and the process of this phenomenon,
has barely been addressed at a molecular level.

In this work, we study the segregation mechanism using a
vacancy model, on the basis of first principles calculations. The
model includes a Pt slab with impurity metal atoms which allow
the metal atoms moving to the surface through vacancies. A
series of steps, including vacancy formation, metal atom
migration, and vacancy regeneration, are proposed to describe
the kinetics of surface segregation in this model. Two impurity
metals, Au and Co, are employed due to their different
segregation tendencies to clean Pt(111) surfaces:28 Au shows
strong surface segregation in Pt-Au alloys,29,30 whereas Co is
usually unable to enrich Pt-Co alloy surfaces.16,17 We remark
that in this model we do not include other effects such as the
presence of oxygenated adsorbates on the surface, the acid
medium, and the applied electric field; all of them may influence
the studied phenomena. Thus, this work focuses on a simplified
analysis which in a first approximation neglects all the external
effects and focuses on the kinetics and thermodynamics driven
and determined only by the nature of the alloy. This is the first
step before introducing other complexities in the system.

Computational Models
For Pt-based alloys, surface segregation may take place by
annealing the alloys at high temperatures.6,31 Such an annealing
process generally occurs by diffusion of atoms in solid state
alloys, and vacancies are needed to facilitate the movement of
metal atoms. The phenomenon can also be observed in acidic
solution, often with dissolution of the alloyed metal and
rearrangement of Pt atoms.4,12,32 The dissolution of metal atoms
results in some defects on the alloy surface, which are critical
to the rearrangement process. Based on the experimental
information, we propose a vacancy model to elucidate the
plausible segregation mechanism, using the basic assumption
that surface segregation can be achieved by the movement of
metal atoms through the vacancies. As illustrated in Figure 1,
defects are initially formed on the surface by metal atoms
leaving the surface and then metal atoms located at the sublayers
filling out those vacant sites. The process leads to new vacancies
formed in the sublayers, which allow surface metal atoms to
move back to the subsurface or bulk atoms to fill out the new
vacancies.* Corresponding author e-mail: balbuena@tamu.edu.

J. Chem. Theory Comput. 2008, 4, 1991–1995 1991

10.1021/ct8004062 CCC: $40.75  2008 American Chemical Society
Published on Web 11/04/2008



Since Pt possesses a closed-packed fcc crystal structure and
the most stable facet of the crystal is (111), our slab models
were constructed using 3 × 3 (111) unit cells. Each slab consists
of five-layers of metal atoms and six equivalent layers of
vacuum. For each supercell, the initial position of the vacancy
was set to the center of outmost layer, and the impurity atom
was placed at the center of the second layer, as shown in Figure
2 (structure 1). The atoms in the top three layers were allowed
to relax to their lowest energy configuration, while the atoms
of the bottom two layers were fixed to their bulk positions
according to their optimized lattice constants.

The spin-polarized DFT calculations were performed us-
ing the Vienna ab initio simulation package (VASP),33-37 in
which the Kohn-Sham equations are solved by self-consistent
algorithms. The valence electrons were described by plane wave
basis sets with a cutoff energy of 350 eV, and the core electrons
were replaced by the projector augmented wave (PAW)
pseudopotentials38,39 for improving the computation efficiency.
The Brillouin zone was sampled with a 4 × 4 × 1 Monkhorst-
Pack k-point mesh for the periodic DFT calculations. The
exchange-correlation functional was described within the gen-
eralized gradient approximation (GGA) proposed by Perdew,

Burke, and Ernzerhof (PBE).40 The Methfessel-Paxon method
was employed to determine electron occupancies with a
smearing width of 0.2 eV. The geometries of the slabs were
relaxed until the force was convergent to 10-4 eV/Å. The
minimum energy paths, transition states, and energy barriers
were determined by the nudged elastic band method.41,42

Results and Discussion
We study a plausible pathway for the impurity atoms, Au and
Co, moving from the second layer to the topmost layer in the
Pt(111) slab. The segregation process thus includes interlayer
migration of the impurity atom, vacancy movement at the second
layer, and vacancy regeneration at the surface layer, as depicted
in Figure 2.

The average bond lengths of Pt-Au and Pt-Co are deter-
mined as 2.81 Å and 2.74 Å in structure 1, respectively. In the
first step, the impurity atom moves to the surface layer, leaving
a vacancy in the second layer. Our calculations show that Au
is both thermodynamically and kinetically favorable for this
migration, with a total energy change of -1.15 eV and a barrier
of 0.07 eV, indicating a strong surface segregation tendency.
The corresponding values for Co, -0.15 eV and 0.48 eV, are

Figure 1. Plausible mechanism of surface segregation through vacancies.

Figure 2. Calculated pathway and energetics for the impurity atoms segregating from the second layer to the Pt(111) surface.
Grey and yellow spheres represent the Pt and impurity atoms, respectively.
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much higher than those of Au. Notably, the positions of the Au
and Co atoms are considerably different in the transition state
TS1, where the Au atom is closer to the surface layer (1.18 Å)
than the Co atom (1.52 Å).

For continuing the surface segregation process, new vacancies
must be formed at the surface. In acidic medium, this may be
attained by dissolving surface metal atoms. The other approach,
as we describe here, is via the migration of vacancies. This
process is generally accomplished in two stages. The first stage
(2 to 3 in Figure 2) involves the intralayer movement of the Pt
atoms neighboring the vacancies, and the second stage (3 to 4
in Figure 2) includes the interlayer migration of the surface Pt
atoms, leading to new vacancies in the surface. The detailed
pathway can be found in Figure 2: From 2 to 3, the total energy
of the slab only changes very slightly, around -0.02 to -0.03
eV. The movement of a second layer Pt atom to the existent
vacancy needs to surpass a barrier of 0.78 eV and 0.88 eV for
the Pt-Au and Pt-Co alloys, respectively. The energy barrier
arises primarily from the repulsion of neighboring Pt atoms.
For the Pt-Au alloy, the Pt-Pt bond length decreases from
2.72-2.74 Å in 2 to 2.54-2.60 Å in TS2. A similar trend is
observed for the Pt-Co alloy: the bond length varies from
2.73-2.74 Å in 2 to 2.55-2.61 Å in TS2. In the following
step (3 to TS3), the surface Pt atoms move down to occupy the
vacancies in the second layer. The interlayer migration is
determined as the rate-determining step (RDS) owing to its
relatively high energy barrier (1.15 eV for both alloys). In the
transition state (TS3), the migrated Pt atom is closer to the
second layer than to the surface layer for both the Pt-Au and
Pt-Co systems, suggesting an endothermic step in the conver-
sion from 3 to 4. Our calculations further verify that the step is
not energetically favored, with endothermicity of 0.60 eV and
0.63 eV for Pt-Au and Pt-Co.

Previous experimental and theoretical studies have clearly
revealed the segregation tendency for clean surfaces of Pt-Au
and Pt-Co alloys. Au enriches strongly the surface of Pt-based
alloys, whereas Co does not show segregation tendency. Our
segregation model can successfully interpret these phenomena,
particularly, from a kinetics viewpoint. The pathway from 1 to

4 describes a complete cycle in which an impurity atom in the
second layer segregates to the Pt(111) surface. The process is
exothermic (-0.57 eV) for the Pt-Au system, whereas it is
endothermic (0.45 eV) for the Pt-Co system. This leads to the
conclusion that Au surface segregation is thermodynamically
favorable, consistent with previous studies.26,28-30 Furthermore,
our model reveals that Au segregation to the Pt(111) surface is
kinetically feasible. Once vacancies are formed in the second
layer, either Pt atoms or Au atoms at the surface can move down
to the second layer. The steps correspond to conversions from
3 to 4 and from 2 to 1 in Figure 2. Comparing the two
competitive steps, we notice that the latter one possesses a higher
energy barrier (1.22 eV) than the former one (1.15 eV),
indicating that Au antisegregation is unlikely to take place. For
the Pt-Co alloy, the conversion from 2 to 1 has an energy
barrier of 0.63 eV, much lower than that of the competitive
step from 3 to 4 (1.15 eV), suggesting the surface Co atoms
have a stronger tendency to migrate to the second layer
compared to the Pt atoms. Accordingly, structure 4 most likely
will not be formed, and thus the continuous segregation of Co
cannot be reached. Therefore, Co segregating to the clean
Pt(111) surface is both thermodynamically unfavorable and
kinetically prohibitive according to our model.

We also examine a similar pathway involving segregation
of impurity atoms from the third layer to the second layer. The
complete process is shown in Figure 3. In the first step, the
impurity atoms at the third layer move up to the vacancies at
the second layer. The conversion from 5 to 6 only leads to a
slight energy change, reported as -0.01 eV and 0.08 eV for
the Pt-Au and Pt-Co systems. The energy barrier for the step
(0.61 eV for Pt-Au and 0.78 eV for Pt-Co) is much higher
than the similar conversion from 1 to 2. This may be attributed
to the steric effect: The half-open vacancies on the surface can
provide more spacious room for the migration of metal atoms,
while the vacancies at the second layer that are surrounded by
atoms in all directions may result in space congestion in the
process. For example, the distance of Au and the neighboring
Pt atoms is 2.62-2.65 Å in TS1 and is decreased to 2.60 Å in
TS4. During interlayer movement of the Pt atom (6 to 7), energy

Figure 3. Calculated pathway and energetics for the impurity atoms segregating from the third layer to the second layer in
Pt(111). Grey and yellow spheres represent the Pt and impurity atoms, respectively.

Letter J. Chem. Theory Comput., Vol. 4, No. 12, 2008 1993



is approximately conserved. In this step, the barrier of the Pt-Au
alloy is around 0.25 eV higher than that of the Pt-Co alloy.
The step of 7 to 8 involving the downward movement of the
Pt-atom, with an exothermicity of -0.12 eV for both alloys,
differs considerably from the endothermic step of 3-4. In
addition, the energy barrier is also found to be lower than that
in step of 3-4, particularly, for the Pt-Co system. These results
suggest that Pt diffusion from the second layer to the third layer
is more energetically favorable than the similar diffusion from
the surface to the second layer.

For the Pt-Co system, steps 5-6, 6-7, and 7-8 possess
comparable barriers, which are 0.78 eV, 0.84 eV, and 0.75 eV,
respectively. Since there is no RDS in the process, the
segregation rate of Co is determined by all three steps. For the
Pt-Au system, the segregation rate is mainly controlled by steps
5-6 and 6-7, the intralayer and interlayer migration of Pt atoms.
On the other hand, a small exothermicity in the conversion from
5 to 8 makes the segregation of Au/Co possibly feasible.
However, as shown in Figure 3, each step in the process 5 to 8
is either mildly exothermic or mildly endothermic. Therefore,
given enough energy to overcome the energy barriers, the
segregation process is reversible, and the direction can be
affected or determined by other related processes.

To make connection to the diffusion process of the impurity,
we use the equation that gives the diffusion coefficient D due
to atomic substitutional motion43

D) 1
6
R2zV�V0exp(-∆Gm

kT ) (1)

where

R) a ⁄ √2

is the jump distance for an fcc metal with a ) 3.97 Å the
calculated lattice constant of the Pt lattice, z is the bulk
coordination number ) 12, and V is the vibration frequency of
a metal atom, estimated as 1013 s-1.43 Taking ∆Gm as the
calculated activation energy for migration of the Co impurity
(0.48 eV), we can estimate the concentration of vacancies Xv

required for a given value of the diffusion coefficient. Values
of the diffusion coefficients of Co growing an ultrathin film on
a Pt(111) surface have been reported44 to follow an Arrhenius
form as a function of temperature with a pre-exponential factor
of 6.6 × 10-11 cm2/s and an activation barrier of 0.90 eV; we
used these experimental values to estimate the vacancy con-
centration needed for such diffusion using our calculated values
and eq 1. For comparison, we also report the concentration of
surface vacancies obtained by the Boltzmann factor using our
calculated activation energy for surface vacancy formation in
the case of Co impurities (-1.15 eV). The results based solely
on our calculated vacancy energy formation shown in Table 1
are in closer agreement with the temperature dependence
reported by a recent study of vacancy formation and atomic
migration in fcc Al.45

Conclusions
The vacancy model presented the paper reasonably explains the
well-known segregation trends of Au and Co to the Pt(111)
surface. More importantly, the model provides an approach to
evaluate the energy barriers in the process, which is crucial to
study the kinetic properties of surface segregation. As mentioned

in the Introduction, this is a systematic approach to evaluate
the basic segregation steps of an infinitely diluted impurity
determined only by the nature of the alloy. Future work using
this approach may address other factors such as alloy composi-
tion, presence of adsorbates, and/or solvents, among others.
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Abstract: The highly parametrized, empirical exchange-
correlation functionals, M05-2X and M06-2X, developed by
Zhao and Truhlar have been shown to describe noncovalent
interactions better than density functionals which are currently
in common use. However, these methods have yet to be fully
benchmarked for the types of interactions important in
biomolecules. M05-2X and M06-2X are claimed to capture
“medium-range” electron correlation; however, the “long-
range” electron correlation neglected by these functionals can
also be important in the binding of noncovalent complexes.
Here we test M05-2X and M06-2X for the nucleic acid base
pairs in the JSCH-2005 database. Using the CCSD(T)
binding energies as a benchmark, the performance of these
functionals is compared to that of a nonempirical density
functional, PBE, and also to that of PBE plus Grimme’s
empirical dispersion correction, PBE-D. Due to the impor-
tance of “long-range” electron correlation in hydrogen-bonded
and interstrand base pairs, PBE-D provides more accurate
interaction energies on average for the JSCH-2005 database
when compared to M05-2X or M06-2X. M06-2X does,
however, perform somewhat better than PBE-D for interac-
tions between stacked base pairs.

1. Introduction
Noncovalent interactions between biomolecules are important
for the structure of DNA, RNA, and proteins.1-5 The ability to
describe these interactions computationally is essential for the

in silico design of drug molecules.6 In accurate quantum
mechanical computations, a high degree of electron correlation
must be included to reliably account for dispersion interactions.
The current standard for accurately computing the interaction
energy within a small, noncovalently bound complex is coupled-
cluster with singles and doubles including perturbative triples
[CCSD(T)].7 Unfortunately, the applicability of CCSD(T) is
hindered by the formal O(N7) complexity of the method (more
specifically, O(o3V4), where o and V are the number of occupied
and virtual orbitals, respectively); to describe noncovalent
interactions in large systems, less computationally expensive
methods must be employed. The recently developed8 spin-
component scaled CCSD has been shown to produce results
which closely match CCSD(T); however, the formal scaling of
this approach remains high at O(N6). Second-order Møller-
Plesset perturbation theory (MP2) offers another approach for
describing noncovalent interactions; with formal O(N5) com-
plexity, MP2 can be extended to much larger systems than are
accessible with coupled-cluster methods. However, MP2 is
substantially less accurate than the more rigorous coupled-cluster
approaches.9 While spin-component scaling10-12 significantly
improves the accuracy of MP2 on average, there are nevertheless
cases where the accuracy is not as good as desired, or the system
is too large for the computation to be feasible. More efficient
methods that can effectively treat noncovalent interactions are
necessary if complexes with 100 atoms or more are to be studied
routinely. One approach is to reduce the computational scaling
of coupled-cluster methods, and this is being actively pursued
by several research groups.13-16 Another approach is to attempt
to improve the reliability of methods which are already
applicable to larger systems.

Approximate density functional theory (DFT) is widely used
today for examining a variety of chemical systems with dozens
of atoms or more.17 The application of DFT to noncovalently
bound complexes has been limited due to the failure of most
density functional approximations to describe dispersion interac-
tions, which can be critical for noncovalent complexes. Disper-
sion interactions are inherently long-range electron correlation
effects, which are not captured by the popular local or semilocal
density functionals.18-24 Several approaches exist for improving
existing density functionals to handle dispersion effects. Among
the more physically motivated approaches, Röthlisberger and
co-workers have added effective atom-centered nonlocal po-
tentials which have been fit to benchmark ab initio data;25,26

Langreth, Lundqvist, and co-workers have introduced a van der
Waals density functional (vdW-DF) which adds nonlocal terms
to the correlation energy functional;27 and Becke has proposed
a novel approach that formulates the dispersion interaction in
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terms of the dipole moment that would be created when
considering an electron and its exchange hole.28-30

A more pragmatic and simple approach is to add empirical
terms that model dispersion interactions.31-35 These DFT-D
approaches require only computation of interactions between
atoms pairs; therefore, the additional computational expense is
negligible. Alternatively, the highly parametrized empirical
M05-2X and M06-2X functionals developed by Zhao and
Truhlar have also shown promise for noncovalent interac-
tions.36-39 According to Zhao and Truhlar, the M05 and M06
series of functionals implicitly account for “medium-range”
electron correlation because of the way they are parametrized,
and this is sufficient to describe the dispersion interactions within
many complexes.39 These authors define “medium-range”
correlation to be that found in complexes separated by about 5
Å or less.40 While initial tests of these funtionals have been
very promising,41 they have yet to be fully benchmarked for
biologically relevant noncovalent interactions.

In this letter, we analyze the performance of M05-2X and
M06-2X for the nucleic acid base pairs from the JSCH-2005
database.42 This database contains stacked, hydrogen-bonded,
and interstrand base pairs, totaling 124 in all. Using the
CCSD(T) interaction energies as a benchmark, M05-2X and
M06-2X are compared to a density functional that fails to
describe dispersion interactions, the generalized gradient ap-
proximation (GGA) of Perdew, Burke, and Wang (PBE).43 In
contrast to M05-2X and M06-2X, which are parametrized to
fit a large number of experimental and higher-level theoretical
data, all parameters in PBE (other than those in the underlying
local spin density approximation) are physical constants.
Grimme’s empirical dispersion correction34,35 is then applied
to the PBE binding energies to assess the performance of the
increasingly popular DFT-D approach. The JSCH-2005 database
provides a rigorous test of M05-2X and M06-2X for the
description of some of the types of noncovalent interactions
that are important in biomolecules.

2. Theoretical Methods
The DFT-D approach of Grimme is a widely applicable method
for correcting the performance of standard density functio-
nals.34,35,44 This method utilizes a damped R-6 term to model
the dispersion interactions (eqs 1, 2, and 3).

EDFT-D )EDFT - s6∑
i)1

N-1

∑
j>i

N C 6
ij

Rij
6

fdmp(Rij) (1)

C6
ij ) √C6

i C6
j (2)

fdmp(Rij, Rr, d)) 1

1+ e-d(Rij ⁄Rr-1)
(3)

The geometries of the base pairs in the JSCH-2005 set were
taken from Jurečka et al.42 All density functional computations
were performed using Q-Chem 3.1.45 The empirical dispersion
correction was computed using a locally modified version of
PSI 3.346 (although these terms have since been added directly
to Q-Chem by one of the authors, CDS). For use with the PBE
functional, Grimme recommends a global scaling factor, s6, of
0.7 for his dispersion correction term.35 All energy computations
were performed using Dunning’s aug-cc-pVDZ basis set, which

would be the most tractable of Dunning’s augmented basis sets
in studies of large systems.47 It is possible that larger basis sets
would improve the performance of M05-2X and M06-2X;
however, in order for these methods to be applicable to larger
systems, they must be reliable with modest basis sets. We
comment on the performance of PBE and PBE-D with larger
basis sets below. All binding energies were counterpoise
corrected using the scheme of Boys and Bernardi.48 All density
functional computations were performed using a Lebedev grid
with 302 angular points for each of the 100 radial points
included. This grid is larger than those used by default by most
electronic structure program packages, but it appears necessary
to avoid artifacts due to numerical integration for noncovalent
interactions, particularly when using meta-GGA functionals.24

3. Results and Discussion
The JSCH-2005 set of nucleobase dimers has been used
previously as a benchmark for dispersion corrected DFT
methods,49-51 including the DFT-D method of Grimme.34,35

Counterpoise corrected PBE/aug-cc-pVDZ interaction energies
are reported here to allow comparison to a standard DFT
approximation. Results for the methods tested are summarized
in Table 1. Examples of complexes included in the JSCH-2005
database are shown in Figure 1. For the entire set of molecules,
PBE/aug-cc-pVDZ underestimates the binding energy (overes-
timates the interaction energy) between the base pairs by 4.52
kcal mol-1 on average. PBE only overestimates the binding
energy for two complexes out of the 124 base pairs in the set.
This is due to the failure of PBE to capture the dispersion
interactions within the complexes. Only the electrostatic,

Table 1. Performance of Various Methods for 124 Nucleic
Acid Dimers from the JSCH-2005 Seta

method MSEb MUEc STDd MAXe

38 H-Bonded Complexesg

PBE/aug-cc-pVDZ 2.59 2.59 0.81 4.85
PBE-D/aug-cc-pVDZf -0.53 0.70 0.79 3.17
M05-2X/aug-cc-pVDZ 1.98 1.98 0.62 3.22
M06-2X/aug-cc-pVDZ 1.62 1.62 0.58 2.76

32 Interstrand Complexesh

PBE/aug-cc-pVDZ 1.83 1.84 2.06 9.27
PBE-D/aug-cc-pVDZf 0.16 0.58 1.36 5.03
M05-2X/aug-cc-pVDZ 1.02 1.23 1.41 5.66
M06-2X/aug-cc-pVDZ 0.74 1.08 1.41 5.53

54 Stacked Complexesi

PBE/aug-cc-pVDZ 7.48 7.57 2.46 14.28
PBE-D/aug-cc-pVDZf 1.41 1.53 0.79 3.05
M05-2X/aug-cc-pVDZ 2.48 2.59 0.96 4.56
M06-2X/aug-cc-pVDZ 0.95 1.08 0.80 2.78

JSCH-2005 Nucleic Acids
PBE/aug-cc-pVDZ 4.52 4.56 3.28 14.28
PBE-D/aug-cc-pVDZf 0.49 1.03 1.28 5.03
M05-2X/aug-cc-pVDZ 1.95 2.05 1.17 5.66
M06-2X/aug-cc-pVDZ 1.10 1.25 1.00 5.53

a Empirical terms added to counterpoise corrected PBE/
aug-cc-pVDZ interaction energies. All energies are in kcal mol-1.
Errors are computed relative to the benchmark interaction
energies of Hobza and co-workers.42 b Mean signed error. c Mean
unsigned error. d Standard deviation. e Maximum absolute
deviation. f PBE/aug-cc-pVDZ with Grimme’s dispersion
correction.34 g Average benchmark interaction energy of -20.79
kcal mol-1. h Average benchmark interaction energy of -1.00 kcal
mol-1. i Average benchmark interaction energy of -7.84 kcal
mol-1.
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exchange, and induction interactions are captured by this
functional. Since this functional almost always underestimates
the binding energy, the addition of empirical dispersion terms
substantially improves the performance. The mean signed error
in interaction energies is reduced to 0.49 kcal mol-1, and the
mean unsigned error is reduced from 4.56 to 1.03 kcal mol-1.
This simple correction greatly increases the accuracy of PBE/
aug-cc-pVDZ without increasing the computational cost in any
significant way. In another study of this test set, Antony and
Grimme51 found that PBE-D with a polarized triple-� basis set
yields a mean unsigned error of 0.82 kcal mol-1, demonstrating
that only minor improvements are obtained for DFT-D by
increasing the basis set size. On the other hand, larger basis
sets reduce the size of the basis set superposition error, and
Antony and Grimme argue that polarized triple-� basis sets are
large enough that one can dispense with the counterpoise
correction.

M05-2X/aug-cc-pVDZ describes the interactions between
the complexes in the JSCH-2005 database more accurately than
PBE/aug-cc-pVDZ. M05-2X tends to underestimate the binding
energies by about 2 kcal mol-1 relative to the CCSD(T)
benchmark values. M06-2X also tends to underbind these
complexes, but it reduces the mean unsigned error to 1.25 kcal
mol-1. While this represents a tremendous improvement over
traditional density functionals for noncovalent interactions,
nevertheless, the M05-2X and M06-2X functionals do not
perform better than Grimme’s simple DFT-D approach. The
PBE-D/aug-cc-pVDZ approximation has a lower mean signed
error, mean unsigned error, and maximum error. The M05-2X
and M06-2X functionals are only improved with respect to
the standard deviation. M05-2X performs markedly worse than
PBE-D with respect to the mean signed error and mean unsigned
error. M06-2X is comparable to, although slightly worse than,
PBE-D.

Dispersion interactions are especially important in the de-
scription of stacked base pairs. The failure of PBE to describe
dispersion interactions is especially evident for the stacked
subset of the JSCH-2005 set. For these complexes, PBE/aug-
cc-pVDZ grossly underestimates the attractive interactions. The
maximum error of PBE for the stacked base pairs is 14.28 kcal
mol-1 for a complex which CCSD(T) predicts to be bound by
14.57 kcal mol-1. Obviously, PBE cannot be used to treat
systems that include stacking interactions. The inclusion of
empirical dispersion terms improves the PBE binding energies
immensely; the mean unsigned error is reduced from 7.57 to
1.53 kcal mol-1. The “medium-range” electron correlation
apparently captured by M05-2X is sufficient to reduce the
unsigned error for stacked complexes to 2.59 kcal mol-1. While
this improves greatly over PBE, it does not improve over PBE-
D. Of the four methods tested, M06-2X is the best able to
describe stacking interactions between base pairs. The mean
unsigned error for M06-2X/aug-cc-pVDZ is 1.08 kcal mol-1.
This suggests that for stacked base pairs, when the electron
clouds of each monomer are in relatively close proximity to
one another, the electron correlation included in the M06-2X
functional is sufficient to describe the relevant dispersion
interactions, as also indicated by previous work.41

Hydrogen bonded complexes are dominated by electrostatic
interactions, and thus traditional density functionals are capable
of computing acceptable binding energies. PBE/aug-cc-pVDZ
has a mean unsigned error of 2.95 kcal mol-1 for the hydrogen-
bonded base pairs, and one should note that the average binding
energy of the hydrogen-bonded complexes is much larger than
the binding energies of stacked complexes. The inclusion of an
empirical dispersion term to the PBE/aug-cc-pVDZ energies
further improves the binding energies. PBE-D/aug-cc-pVDZ has
a mean unsigned error of 0.70 kcal mol-1. Neither M05-2X
or M06-2X match the quality of the PBE-D energies for the
hydrogen-bonded systems. A notable result is that PBE,
M05-2X, and M06-2X all uniformly underestimate the
attraction between hydrogen-bonded base pairs. While domi-
nated by electrostatic interactions, dispersion interactions also
play an important role in the binding of these complexes. The
performance of PBE-D versus M05-2X and M06-2X for
hydrogen-bonded complexes shows that it is not sufficient to
include only the “medium-range” electron correlation which
M05-2X and M06-2X are said to capture.

The third subset of complexes in the JSCH-2005 database is
comprised of interstrand base pairs. These complexes are bound
primarily by a combination of electrostatic interactions and
dispersion interactions. The intermonomer separation in these
complexes is larger than it is between the stacked and hydrogen-
bonded bases; as a consequence, these complexes are not bound
as strongly. PBE/aug-cc-pVDZ has a mean unsigned error for
this set of molecules of 1.84 kcal mol-1; however, the strongest
binding energy in this subset is only 5.20 kcal mol-1, and hence
PBE fails severely for this subset. The addition of Grimme’s
dispersion terms reduces the unsigned error to 0.58 kcal mol-1.
Due to the importance of “long-range” electron correlation in
these complexes, neither M05-2X or M06-2X produce binding
energies as accurate as PBE-D. M05-2X/aug-cc-pVDZ and
M06-2X/aug-cc-pVDZ have mean unsigned errors of 1.23 and
1.08 kcal mol-1, respectively. Thus interstrand base pairs are

Figure 1. Representative geometries for (a) hydrogen-
bonded base pairs (mG · · ·mC WC), (b) interstrand base pairs
(G · · ·G IS), and (c) stacked base pairs (TA08/3.16 A//Ts),
using the nomenclature of ref 42.
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an example of a chemically interesting system where “medium-
range” electron correlation is not sufficient to compute accurate
binding energies. For both interstrand and hydrogen-bonded base
pairs, Grimme’s simple DFT-D approach appears to provide
more reliable results than meta-GGA’s which hope to effectively
capture “medium-range” electron correlation effects through the
addition of terms depending on the electronic kinetic energy
density and through significant parametrization. It might be
noted that, to our knowledge, no theoretical connection between
electronic kinetic energy density and dispersion interactions has
been demonstrated.

4. Conclusions
We have shown that M05-2X and M06-2X provide significant
improvements over traditional density functionals for the
noncovalent interactions exemplified by the JSCH-2005 test set.
The apparent ability of these functionals to capture “medium-
range” (e5 Å) electron correlation allows them to describe
stacking interactions between base pairs accurately, especially
in the case of M06-2X. However, in hydrogen-bonded and
interstrand base pairs, much of the dispersion interaction is
“long-range” (>5 Å) and is not captured by M05-2X and
M06-2X. The addition of Grimme’s empirical dispersion terms
to the PBE functional provided a better description of the
interactions between base pairs. Dispersion interactions can be
modeled accurately with an R-6 term. Although M05-2X and
M06-2X represent a significant step forward in density
functionals able to describe noncovalent interactions, more
improvement will be required before a density functional can
outperform DFT-D methods which add dispersion empirically.
Approaches which include terms explicitly tailored to capture
the physics of long-range dispersion interactions25-28,30 appear
to be the most promising.

Acknowledgment. This material is based upon work
supported by the National Science Foundation (Grant No. CHE-
0715268) and by the donors of the American Chemical Society
Petroleum Research Fund (Grant No. 44262-AC6). Samuel Chill
was supported by a Research Experiences for Undergraduates
(REU) in Chemistry site award to Georgia Tech from the
National Science Foundation (Grant No. 0552722). The Center
for Computational Molecular Science and Technology is funded
through an NSF CRIF award (CHE 04-43564) and by Georgia
Tech.

Supporting Information Available: Binding energies for
hydrogen bonded, interstrand, and stacked base pairs. This
material is available free of charge via the Internet at http://
pubs.acs.org.

References

(1) Saenger, W. Principles of Nucleic Acid Structure; Springer-
Verlag: New York, 1984.

(2) Shieh, H.-S.; Berman, H. M.; Dabrow, M.; Neidle, S. Nucleic
Acids Res. 1980, 8, 85–97.

(3) Elstner, M.; Hobza, P.; Frauenheim, T.; Suhai, S.; Kaxiras, E.
J. Chem. Phys. 2001, 114, 5149–5155.

(4) Meyer, E. A.; Castellano, R. K.; Diederich, F. Angew. Chem.,
Int. Ed. Engl. 2003, 42, 1210–1250.

(5) Burley, S. K.; Petsko, G. A. Science 1985, 229, 23–28.

(6) Mobley, D. L.; Graves, A. P.; Chodera, J. D.; McReynolds, A. C.;
Shoichet, B. K.; Dill, K. A. J. Mol. Biol. 2007, 371, 1118–1134.

(7) Raghavachari, K.; Trucks, G. W.; Pople, J. A.; Head-Gordon, M.
Chem. Phys. Lett. 1989, 157, 479–483.

(8) Takatani, T.; Hohenstein, E. G.; Sherrill, C. D. J. Chem. Phys.
2008, 128, 124111.

(9) Sinnokrot, M. O.; Sherrill, C. D. J. Phys. Chem. A 2006, 110,
10656–10668.

(10) Grimme, S. J. Chem. Phys. 2003, 118, 9095–9102.

(11) Hill, J. G.; Platts, J. A. J. Chem. Theory Comput. 2007, 3,
80–85.

(12) Distasio, R. A.; Head-Gordon, M. Mol. Phys. 2007, 105, 1073–
1083.

(13) Scuseria, G. E.; Ayala, P. Y. J. Chem. Phys. 1999, 111, 8330–
8343.

(14) Schutz, M. Phys. Chem. Chem. Phys. 2002, 4, 3941–3947.

(15) Flocke, N.; Bartlett, R. J. J. Chem. Phys. 2004, 121, 10935.

(16) Subotnik, J. E.; Sodt, A.; Head-Gordon, M. J. Chem. Phys. 2006,
125, 074116.

(17) Parr, R. G.; Yang, W. Density-Functional Theory of Atoms
and Molecules, Vol. 16 of International Series of Mono-
graphs on Chemistry; Oxford: New York, 1989.
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(19) C̆erný, J.; Hobza, P. Phys. Chem. Chem. Phys. 2005, 7, 1624–
1626.

(20) Allen, M. J.; Tozer, D. J. J. Chem. Phys. 2002, 117, 11113–
11120.
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Abstract: We present a method for the efficient simulation of the equilibrium dynamics of proteins
based on the well established discrete molecular dynamics algorithm, which avoids integration
of Newton equations of motion at short time steps, allowing then the derivation of very large
trajectories for proteins with a reduced computational cost. In the presented implementation we
used an all heavy-atoms description of proteins, with simple potentials describing the
conformational region around the experimental structure based on local physical interactions
(covalent structure, hydrogen bonds, hydrophobic contacts, solvation, steric hindrance, and bulk
dispersion interactions). The method shows a good ability to describe the flexibility of 33 diverse
proteins in water as determined by atomistic molecular dynamics simulation and can be useful
for massive simulation of proteins in crowded environments or for refinement of protein structure
in large complexes.

Introduction

Under native conditions proteins exist not as unique struc-
tures but as dynamic ensembles of conformers, some of them
which can be quite distant from the most probable structure
of the protein. The spontaneous sampling of different
conformations helps the proteins to perform their biological
action, since most protein actions imply relevant conforma-
tional changes. Thus, many studies1-10 have reported that
the biological relevant transition (i.e. that required for
biological action) corresponds in many cases to the easiest
deformation movements of the relaxed protein, suggesting
that evolution has driven proteins to optimize not only their
structure but also their intrinsic deformability patterns.11-16

A better understanding of the dynamical behavior of proteins
is then crucial to bridge structure and function in proteins.

Despite recent advances10 the experimental study of
protein flexibility is still very difficult and impossible to carry
out at the full proteome-level. Theoretical methods are then
the logical alternative, and many examples of the power of
these methods have been published in the last years.17,18 One
of the most useful tools to describe protein dynamics is
atomistic molecular dynamics (MD), where solvated proteins
are represented at full atomistic detail by means of physical
potentials19-25 derived from high level quantum mechanical
calculations and experimental data on condensed phase and
model systems. The impact of MD in the study of protein
flexibility has been impressive.26,27 However, despite recent
improvements in software and hardware, atomistic MD
simulations of proteins are still too expensive to allow a full-
proteome description of flexibility or to simulate simulta-
neously the dynamics of hundreds of thousands of proteins
in crowded cellular-like environments. Therefore, less rigor-
ous, but more efficient simulation, tools, such as normal
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mode analysis,18 Brownian MD,28 or discrete molecular
dynamics29 (DMD), are necessary.

DMD is an ultrafast but still physically-based technique
where interactions are represented with discontinuous po-
tentials with a steplike profile. In the simple case of coarse
grained models with strictly structure-based potentials at
residue-level resolution, the interactions between protein
residues are represented by means of simple infinite square
wells.30 Within this model, the particle moves in ballistic
regime (constant velocity) in a flat potential region (within
the well), interrupted by collisions at the walls of the potential
wells. Upon each collision momentum and energy conserva-
tion laws are imposed. The simplicity of the potential
functional avoids the need to integrate Newton’s equations
of motion every femtosecond, since trajectory becomes fully
deterministic and is followed from collision to collision. This
allows the obtaining of very long trajectories in a simple
PC, the performance being increased in diffusive or slow
transitional movements. Despite its simplicity, DMD has
been successful in describing different aspects of protein
dynamics31-35 and nucleic acids,36,37 including macromo-
lecular aggregation38-44 and transitions.45 The reliability of
the DMD discontinuous potentials to describe protein
interactions has been shown, for example, in ab initio protein
folding46 and protein oligomerization studies.47-49 Very
recently, our group has shown that DMD coupled to a simple
Goj-like Hamiltonian50 (similar to those used in normal mode
analysis) is able to reproduce reasonably well the CR

dynamics of proteins,30 with a very small computational cost,
suggesting that DMD can be an alternative to Goj-based
Brownian dynamics28 or normal mode analysis.18 Unfortu-
nately, as formulated in our previous work the technique
presents two intrinsic shortcomings. First, since it is based
exclusively on Goj-like potentials it can only reproduce
pseudoharmonic deformability around a reference structure,
without any possibility of describing large (nonharmonic)
conformational transitions. Second, no atomic-detailed in-
formation is provided, limiting the range of applicability of
the technique in cases where resolution higher than the
backbone is needed.

In this paper we present and validate a new atomistic DMD
model based on a simple pseudophysical force-field, which
represents a hybrid between pure physical potentials51-57

and empirical Goj-like models linked to strictly harmonic/
pseudoharmonic potentials.50 The method defines the Hamil-
tonian based on a reference structure, but instead of using
all atomic or residue contacts as Goj-restraints, only physically
meaningful interactions are considered. The method provides
atomic-detailed information on the protein, while guarantee-
ing that the sampling will not produce protein conformations
unrealistically different from the experimentally determined
structure. The technique is fast and seems to be a promising
tool for the structure refinement, for the representation of
moderate conformational transitions, and for the analysis of
protein-protein docking, and multiprotein systems.

Methods

Discrete Molecular Dynamics Algorithm. DMD assumes
that particles defining a molecule follow fully deterministic

trajectories defined by their starting positions and velocities
and simple (mono-or multiple) square-well potentials for
particle-particle interactions. Particles move with constant
velocities which change only after collision with the walls
of the wells (see Figure 1 for explanation). As a consequence,
trajectory can be analytically determined, integration of
equations of motions at fixed time steps (as in MD) is not
needed, and the calculation progresses directly from collision

Figure 1. (A) Schematic diagram for the all-atom protein
model. A Lys-Ala sequence is shown. Solid thick lines
represent covalent bonds, and thin dashed lines show
pseudobonds (see text). (B) Schematic diagram for the
hydrogen bond. The pseudobonds (dashed lines) keep the
directionality of the bond. (C) DMD square well potential for
covalently or noncovalently bound particles. In the case of
covalent bonding the well depth is infinite. (D) DMD hardcore
repulsive potential for unbound particles. (E) Square well for
hydrophobic interactions and salt bridges, composed by the
hardcore repulsion at short distances and a potential step at
the cutoff distance for these interactions. (F) Dispersion
potential established between CRs. The well depth depends
on the distance in the native conformation (see text).

Table 1. Different Metrics Indicating the Similarities of
DMD Ensembles to Reference Structures (MD-Averaged:
MD) or Experimental Conformation (EXP) and with
Ensembles Obtained by Atomistic MD Simulations in Water

parameter DMD vs MD DMD vs EXPd

RMSda 2.6 ( 0.8 3.2 ( 0.7
Tm-scorea 0.4 ( 0.2 1.5 ( 0.3
Rgyr

a,b 1.1 ( 0.6 0.8 ( 0.6
SAS(tot)b,c 12% ( 7% 11% ( 7%
SAS(apolar)b,c 10% ( 7% 9% ( 7%
Conserv helix 96% ( 8% 93% ( 12%
Conserv �-sheet 85% ( 12% 85% ( 12%
Conserv turn 96% ( 3% 96% ( 3%
no. of native contacts 80% ( 11% 87% ( 10%

a Average RMSd, Rgyr, and Tm-scores are in Å. b Computed as
dif ) ((1/n)∑n(Rref - RDMD)2)0.5, where R is the descriptor, n is the
number of proteins in the test set, Rref is the value of the descriptor
in the reference conformation (MD-averaged or experimental
conformation), and RDMD is the average deviation obtained along
the 5-10 ns portion of the DMD trajectory. c Solvent accessible
surfaces are represented as relative values for every protein.
d Values in the last column always refer to average relative
deviations. All values were obtained considering an all-heavy atom
representation of proteins.
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Figure 2. Ramachandran map for the proteins calculated with the current DMD sampling technique and all-atoms MD simulations
with AMBER. In both cases 10 ns trajectories were used.

Figure 3. RMSd (in Å2) with respect to reference structure (MD-averaged one) of selected proteins in DMD using a Goj-like
potential and CR representation of proteins (DMD-CA), present “all atoms” DMD implementation (DMD-AA) and atomistic MD
simulation with AMBER-force-field (MD). In all cases only the CR coordinates are considered to compute the RMSd.
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(event) to collision. If an efficient algorithm for predicting
collisions is used58 the method can be extremely efficient
allowing simulation of very long time periods. In the present
implementation the CPU time needed to determine collisions
scales as ∼N1.1 with the number of particles (N) considered.

The basic DMD formalism assumes that the position of a
particle after some period of time (the minimum collision
time) is determined analytically using

rbi(t+ tc)) rbi(t)+Vbi(t)tc (1)

where rbi and Vbi stand for positions and velocities, and tc is
the minimum amongst the collision times tij between each
pair of particles i and j, given by

tij )
-bij ( √bij

2 -Vij
2(rij

2 - d2)

Vij
2

(2)

Table 2. Indexes Representative of the Dynamic Behavior Obtained in DMD and MD Samplingsa

DMD MD MD vs MD

variance (heavy atoms) b 25.6 ( 11.4 13.4 ( 6.4 6.1-53.3
reduced varianceb 6.1 ( 4.5 6.2 ( 4.8 1.8-30.3
entropy (Schlitter, heavy atoms)b 56.9 ( 15.2 47.1 ( 2.7 39.9-64.3
complexityc 9% ( 2% 4% ( 2% 1 %-8%
Z-score 71.4 ( 24.6 ---- 62-255
Γ index 0.61 ( 0.13 ---- 0.8-1.0
correlation B-factors (to exp) 0.43 ( 0.12 0.66 ( 0.10 0.4-0.8
correlation B-factors (to MD) 0.54 ( 0.15 ---- 0.4-0.9
∆L (all) 0.40 ( 0.08 0.32 ( 0.07 0.20-0.57
∆L (exposed) - ∆L (buried) 0.13 ( 0.07 0.18 ( 0.06 0.08-0.30
∆L (R-helix) - ∆L (�-sheet) -0.19 ( 0.15 -0.12 ( 0.13 -0.33-0.16

a In all cases an all-heavy atoms representation of the protein is used, and represented values correspond to averages over 33 proteins.
See Methods for description of the different metrics. Values in the column labeled by MD correspond to the meta-trajectory obtained by
adding individual CHARMM, OPLS, and AMBER trajectories for individual proteins. The values in the last column (labeled as MD vs MD)
correspond to those obtained when instead of the original meta-trajectory the original CHARMM, OPLS, and AMBER trajectories are
compared among each other. The last column gives the range of uncertainty expected in atomistic MD simulation as reported by comparing
the 4 different trajectories available for each protein. b Values used in the average were previously referred to as the number of residues in
the protein. c Values used in the average were previously referred to as the total number of eigenvectors in the protein.

Figure 4. Percentage of the total variance explained by individual eigenvectors of different rank for selected proteins as determined
from MD and DMD ensembles.
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where rij is the square modulus of rbij ) rbj - rbi, Vij is the
square modulus of Vbij ) Vbj - Vbi, bij ) rbij · Vbij, and d is the
distance corresponding to a discontinuity (the wall) in the
potential (the signs + and - before the square root are used
for particles approaching one another and moving apart,
respectively).

When two particles collide, there is a transfer of linear
momentum into the direction of the vector rbij

miVbi )miVbi ′ +∆pb (3)

mjVbj +∆pb)mjVbj′ (4)

where the prime indices denote the variables after the event
(collision).

In order to calculate the change in velocities upon collision
the velocity of each particle is projected in the direction of
the vector rbij so that the conservation equations become one-
dimensional along the interatomic coordinate, which implies
that

miVi +mjVj )miVi ′ mjVj′ (5)

1
2

miVi
2 + 1

2
miVi

2 ) 1
2

miVi
′2 + 1

2
miVi

′2 +∆V (6)

where the change in potential energy (∆V) is the depth of
the square well that defines the interatomic potential.

The transferred momentum can be easily determined from

∆p)
mimj

mi +mj
{�(Vj -Vi)

2 - 2
mi +mj

mimj
∆V- (Vj -Vi)}

(7)

Note that the two particles can go out of the well as long
as

∆V <
m1m2

2(m1 +m2)
(Vj -Vi)

2 (8)

Otherwise, the particles do not cross the potential energy
discontinuity at the wall of the well and remain inside the
well (∆V)0). In this case eq 7 reduces to

∆p)
mimj

mi +mj
{ √(Vj -Vi)

2 - (Vj -Vi)} (9)

which taking the negative solution of the root leads to the
definition of the transferred momentum:

∆p)
2mimj

mi +mj
(Vi -Vj) (10)

Since the proteins we want to simulate are considered to
be in a thermal bath, but kinetic and potential energy are
continuously exchanged during the simulation, we maintain
the temperature through a Berendsen coupling.25

Figure 5. B-factors (in Å2) for selected proteins as determined from MD and DMD ensembles.
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Force-Field Definition for DMD. The force-field was
aimed at performing atomistic simulations of proteins around
equilibrium structures but enabling moderate nonharmonic
conformational transitions (not allowed in a pure Goj-CR
model) and introducing physical considerations (missing in
current normal mode or Gaussian elastic model systems).
To this purpose, we defined a simple united atom force-field
consisting of “bonded” and “nonbonded” terms. As usual
“bonded” terms account for stretchings (a-b), bendings (a-
b-c), and torsions (a-b-c-d). Stretching, bendings, and torsions
involving double or conjugated bonds were represented by
means of infinite square wells with a width corresponding
to 5% of the length of the bond/pseudobond distance41 (a-b
bond for stretching, a-c pseudobond for bending, and a-d
pseudobond for torsions; see Figure 1). Equilibrium values
for bonds and pseudobonds were taken from the reference
structure (in our case the MD-averaged one). In this version
of the force-field no explicit terms were used to represent
torsions around single bonds (the only fixed torsions were
that of the peptide bonds and sidechain rings), but forbidden
regions in the Ramachandran plot were not accessible due
to the steric interactions between backbone O and C� atoms
(see Results).

Up to six nonbonded terms were considered: i) a hardcore
infinite repulsive term to avoid nuclei overlap, ii) a backbone

hydrogen bond potential which is designed to enforce the
maintenance of the secondary structure of the reference
conformation, iii) a salt bridge term to preserve native ionic
contacts, iv) a potential accounting for residue-residue
hydrophobic interactions, v) a weak CR-CR based dispersion
term, and finally vi) a pseudosolvation term for exposed
residues to avoid the tendency of exposed polar side chains
to collapse onto the surface of the protein.

Hardcore repulsions between all nonbonded particles at
dmin)Rhc

i + Rhc
j were established (see Table S1 in the

Supporting Information for hardcore radii of each atom type)
using an infinite repulsive wall (see Figure 1). Hydrogen bonds
were defined with pseudobonds between backbone Oi and Nj

that were located at a distance Rc < 4 Å in the reference
conformation as long as i) the NjOi and NjCi axes are almost
parallel (maximum angle allowed of 45°) and ii) the Cj-1Oi,
CRjOi, and NjOi axes are almost coplanar (see schematic diagram
in Figure 1). To keep the geometry of the hydrogen bonds,
pseudobonds between Ci and Nj, Oi and Cj-1, and Oi and CRj

were added. These pseudobonds are defined as finite potential
wells centered at the interatomic distance dab in the native
conformation, whose width is 5% of dab. Salt bridges were
defined between suitable atom types (see Table S2 in the
Supporting Information) that were located at a distance lower
than Rc ) 6 Å in the native conformation. Hydrophobic
interactions were defined between the central atoms of hydro-
phobic side chains (see Table S3 in the Supporting Information)
that were located at Rc e 6 Å. Salt bridges and hydrophobic
interactions were defined as wells between dmin and Rc.
Hydrogen bonds and hydrophobic and saline interactions are
defined by deep (15 kcal/mol) finite wells in order to preserve
the contact topology of the native conformation. Therefore the
method is not well suited for ab initio folding prediction. The
pseudosolvation term is based on a volume exclusion term for
exposed polar residues as a hardcore potential of 4 Å for the
atoms specified in Table S4 in the Supporting Information.
Finally, dispersion terms at the residue level were introduced
by using a CR-based finite square well. The potential associated
to this well is defined by an infinite wall at the hardcore
repulsion distance Rhc

i + Rhc
j and a step of depth V(r0) at the

interparticle distance r0 plus 1 Å in the native conformation.
The distance-dependent V(r0) term is computed as

V(r0))-ε( d
r0

)6
(11)

where d ) Rhc
i + Rhc

j, and the factor hardness constant ε
was fitted to 2 after training with a selected set of ultrarep-
resentative proteins in our database (see below).

Overall, the force-field tries to maintain the structure close
to the reference conformation but enables large movements
if they do not disrupt favorable physical interactions. The
force-field is then expected to keep sampling within reason-
able limits around the reference structure but providing a
more realistic exploration of conformational space.

Molecular Dynamics Simulations. MD trajectories were
taken when available from our µMODEL database (http://
mmb.pcb.ub.es/MODEL) or computed directly for this work.
In all cases protein structures were titrated, neutralized by
ions, minimized, hydrated, heated, and equilibrated (for at

Figure 6. Schematic representation of how DMD can be used
with competing interactions for side-chain (or backbone)
refinement. In the example a bead in red is at an interaction
distance for another bead (in blue), but the system Hamilto-
nian is defined by three competing finite square wells, all
centered at the same equilibrium distance do. During the
simulation the system is then allowed to exit the original well
(in blue) entering into any of the two other alternating wells
(in gray and green). This opens the possibility of changing
from a native (red-blue) to a non-native contact (red-gray or
red-green).
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least 0.5 ns) using an established protocol,17 followed by at
least 10 ns of production. Trajectories in the micromodel
database (see below) were collected using three all-atom
force fields (AMBER,51 CHARMM,52,53 OPLS/AA54-57).
The µMODEL proteins considered in this work are 1AGI,
1BFG, 1BJ7, 1BSN, 1CHN, 1CQY, 1CSP, 1CZT, 1EMR,
1FAS, 1FVQ, 1I6F, 1IL6, 1J5D, 1JLI, 1K40, 1KTE, 1KXA,
1LIT, 1LKI, 1OOI, 1OPC, 1PDO, 1PHT, 1SDF. Additional
proteins which are not present in the µmodel databases and
whose MD simulations are presented here for the first time
were obtained using only the AMBER51 force-field: 1ARK,
1BPI, 1CEI, 1SRO, 1UBQ, 2GB1, 3CI2, 4ICB.

The Particle Mesh Ewald approach in conjunction with
periodic boundary conditions was used to address long-range
nonbonded interactions.59 Integration of the equations of
motion proceeded with a time step of 1 fs; vibrations of
bonds involving hydrogen atoms were removed by the
SHAKE/RATTLEalgorithm.60,61Jorgensen’sTIP3Pmodel62,63

was used to represent aqueous solvent. Calculations were
performed with AMBER864 and NAMD2.665,66 computer
programs. Results presented in the manuscript are always
referred to as the AMBER force-field results (those for which
more proteins trajectories are available), but comparison
between trajectories obtained with the three different atom-
istic force-fields are used as reference.

Training and Testing Databases. A reduced training set
of proteins (1I6F, 1SDF, 1JLI) simulated with very long (0.1
µs) trajectories was used to fit the adjustable parameters in
our model. Testing was then performed with proteins
representing all metafolds as described in the micromodel
database,17 and several extra proteins were selected as
examples of mobile structures in the protein databank (see
above). Proteins in the database are structurally and function-
ally diverse and represent a quite complete sampling of single
domain proteins, which are the most challenging for repre-
sentation with simplified models.

Metrics for Trajectory Comparison. The samplings
obtained from MD and DMD simulations were compared
by using a variety of metrics, which are briefly discussed
(the reader is addressed to suitable references18 for more
details). Most of the comparison relies on a preprocessing
of the trajectories by the essential dynamics procedure,67

where the covariance matrix built from the ensemble of
configuration is treated by principal component analysis
(PCA) to derive a set of eigenvectors (υi) determining the
nature of the essential deformation movements and a set of
eigenvalues (λi) defining the amount of variance explained
by each deformation movement. Note that eigenvalues can
be transformed into stiffness constants using the harmonic
expression

kl )
kbT

λl
(12)

where T is the absolute temperature, and kb is the Boltzman’s
constant.

Size of the accessible configuration space was analyzed
by inspection of the corresponding variance and the entropy
computed by diagonalization of the mass-weighted covari-
ance matrix using Schlitter’s method68

S)
kB

2
ln(1+ e2

R2) (13)

where Ri ) pωi/kbT, with ω being the eigenvalues (in
frequency units) obtained by diagonalization of the mass-
weighted covariance matrix, and the sum extends to all the
nontrivial vibrations of the system.

The reduced variance (Varred) measures the size of the
deformation space when only the most prevalent deformation
modes are considered (here only the first 3 eigenvectors were
considered)

Varred )∑
i)1

3

λi (14)

where i stands for the rank order of the eigenvalues.
The complexity of the deformability space is measured

as the minimum number of eigenvectors needed to explain
90% of variance. Note that this parameter does not neces-
sarily correlate with the size of the conformational space,
since samplings with large variance might be explained by
a small number of very soft modes, indicating a wide but
simple deformation space.

The overlap of deformation space indicates the similarity
between the essential spaces of two trajectories and was
computed by analyzing the overlap of the respective impor-
tant spaces,69-71 defined as those necessary to complete 90%
of the total variance in the trajectories generated with MD

γXY )
1
m∑

i)1

m

∑
j)1

m

(νi
X · νj

Y)2 (15)

where X and Y index the two methods to be compared, i
and j index the eigenvectors (ranked on the basis of their
contribution to structural variance), and m is the number of
eigenvectors in the “important space”. For a finite time
trajectory structural variation generates noise in the similarity
computation that needs to be corrected by including the self-
similarity terms, deriving then a relative similarity index69-71

Γ)

2∑
i)1

m

∑
j)1

m

(νi
X · νj

Y)2
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i)1

m

∑
j)1

m

(νi
Y′ · νj

Y′)2 +∑
i)1

m

∑
j)1

m

(νi
X′ · νj

X′)2

(16)

where the self-similarity products (νi
Y′ ·νj

Y′) were obtained by
comparing first and second halves of trajectories.

Note that similarity indexes are dependent on the number
of eigenvalues considered converging to 1 for the entire
eigenvector/eigenvalue (complete basis set). Statistical sig-
nificance of a given similarity index should be then quantified
by Z-score

Zscore )
(γXY(obserVed))- (γXY(random))

std(γXY(random))
(17)

where random models were obtained by diagonalization of
a pseudocovariance matrix obtained from a simple coarse
grained DMD simulation, where only chemical bond and
hard sphere potentials were considered. As described else-
where,30 this pseudorandom model is more restrictive (yield-
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ing to lower but more realistic Z-scores) than a pure
background model obtained by assuming gas phase behavior
in the proteins. The standard deviation (std in the equation)
was obtained by considering 500 different pseudotrajectories.

Secondary structure was determined for DMDAA and MD
trajectories using standard H-bond annotation criteria. Ad-
ditionally, Ramachandran’s maps were created to investigate
the population of forbidden regions along DMD simulations.
In all cases calculations were performed using 5000 equally-
spaced snapshots collected from the last 5 ns portion of the
trajectories.

Local residue mobility was analyzed by means of the
isotropic B-factors

B-factor) 8
3

π2〈∆r2〉 (18)

where 〈∆r2〉 stands for the oscillations of residues around
equilibrium positions. B-factors distributions were compared
by means of the Spearman correlation coefficient to obtain
a dimensionless measure of the distribution of residue
fluctuations.

Regional mobility was analyzed by means of Lindemann’s
index17,72 determined as

∆L )
(∑

i

〈∆ri
2〉 ⁄ N)1⁄2

a′ (19)

where a′ is the most probable nonbonded near-neighbor
distance, N is the number of atoms, and 〈∆r2〉 is the mean-
square displacement of an atom from its equilibrium position.
Lindemann’s index provides a well accepted description of
the macroscopic behavior of a molecular system or a part of
it: if ∆L is lower than 1.5, it is considered a solid; if higher,
it is considered a molten solid; and for ever higher values,
it is considered a liquid.73

Results and Discussion

We generated 10 ns trajectories for the proteins mentioned
above and compared them with the trajectories obtained from
state-of-the-art all-atom explicit solvent molecular dynamics
simulations. It is worth pointing out that within 10 ns DMD
allows sampling a bigger conformational space than within
10 ns of MD, because the implicit treatment of the solvent
and hydrogen atoms increases the conformational freedom
of the protein and reduces the complexity of the energy
landscape.

Despite the lack of a complex network of residue-residue
harmonic (or infinite) restraints, as happened in Goj-based
models, the structures sampled in current DMD simulations
remain quite close to the reference conformation (see Table
1). Thermal noise explains around 1-1.5 Å of the deviation
between DMD and the MD-averaged conformation, the rest
being due mostly to flexible loops as noted in the TM-scores
shown in Table 1.

We were concerned that the use of physical interactions
and the removal of many residue-residue restriction potentials
from our current force-field might expand and perhaps distort
the protein in those regions with less physical contacts.
Fortunately, such an effect is negligible as seen in measures

like the solvent accessible surface and radii of gyration,
which are not larger than those expected from a normal MD
simulation.11 Another potential concern was the structural
stability of secondary elements, since no specific torsional
terms are applied to Φ and Ψ bonds. However, the analysis
demonstrates that the secondary structure is well preserved
(from both MD and experimental values; see Table 1), with
just a moderate decrease expected from thermal vibration.
Furthermore, Ramachandran’s maps obtained from DMD
simulations are close to those that can be derived from the
same proteins from atomistic MD simulations (see Figure
2), indicating that besides its simplicity DMD is not sampling
artefactual local structures. Finally, the analysis shows that
DMD simulations maintain very well the pattern of native
residue-residue contacts (Table 1), even in cases where there
are not obvious physical interactions that can be traced
between the contact partners.

At this point we should remark that we have used averaged
MD structures (obtained by averaging and partial minimiza-
tion of atomistic MD ensembles) as reference structures to
define the DMD force-field, and, accordingly, structural
analysis should always be performed with respect to these
structures. However, for the sake of completeness, we extend
the analysis to consider experimental structures (X-ray or
NMR) as reference. Results in Table 1 demonstrate DMD
ensembles are always close to experimental structure,
remarking the suitability of the technique to represent real
structural properties of proteins.

The force-field definition used in this DMD implementa-
tion pursues not only to maintain the samplings close to the
reference structure but also to reduce the full harmonicity
intrinsic to Goj-like methods. Inspection of RMSd fluctuation
profiles (see randomly selected examples in Figure 3)
demonstrates that the pseudophysical potential is able to
maintain the samplings close to the reference conformations
but at the same time allow local transitions, temporal
oscillations in the trajectories, and in summary a more
realistic deformation pattern than the pure harmonic behavior
observed in sampling generated by NMA-predicted essential
movements, Brownian MD based on CR-CR harmonic
restraints, or our Goj-like CR implementation of DMD (see
Figure 3).

The total size of the deformation space sampled by DMD
and MD simulations is quite similar, as noted in the total
variances and molecular entropies (both given as values per
residue) shown in Table 2. Furthermore, the distribution of
variance along modes in DMD simulations is quite realistic
as shown in the variance vs eigenvector profiles shown in
Figure 4, the complexity and the reduced variance metrics
displayed in Table 2, giving a clear improvement with respect
to Goj-like CR methods.24 In summary, present heavy atom
DMD simulations reproduce well the extension of the
deformation pattern determined by atomistic MD simulation
and at the same time balance properly the importance of the
different deformation modes. It seems then that the Hamil-
tonian definition used here is able to reduce some of the
artefacts arising from the use of residue-residue harmonic
(or Goj-like) potentials but keeping at the same time structures
close to those used as reference.
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We also compared DMD and MD essential deformation
spaces to determine to what extent both methodologies detect
the same type of essential deformations. Results in Table 2
demonstrate that there is a good overlap between MD and
DMD trajectories, since Γ values between DMD samplings
and AMBER MD trajectories are not far from those obtained
when the individual MD trajectories (CHARMM, AMBER,
and OPLS) are compared. The statistical significance of the
computed similarity becomes evident when looking at the
associated Z-scores which are in the order of 102 (within
the range of Z-scores obtained when atomistic MD trajec-
tories with different force-fields are compared), thus ruling
out the possibility of a fortuitous similarity. In other words,
the DMD algorithm reported here is able to capture not only
the global pattern of flexibility of proteins but also the
intrinsic nature of the deformation modes.

In order to determine whether or not DMD is able to
reproduce also well the residue flexibility we computed
residue B-factors from the DMD ensembles comparing the
values with those obtained by MD simulations and when
available X-ray data. Results summarized in Table 2 (for
randomly selected examples see Figure 5) demonstrate that
MD and DMD values correlate well with Spearman’s
coefficients within the range of those obtained when the MD
trajectories with different force-fields are compared (Table
2). Moreover, DMD computed B-factors correlate also well
with available X-ray values (see Table 2); even such
experimental data were never considered to refine the
method. Finally, the ability of the DMD to distribute properly
flexibility among different protein regions is also clear by
inspecting Lindemann’s indexes (see Table 2), which dem-
onstrate that the balance between solid (interior of protein)/
liquid (exterior of the protein) which is found in atomistic
MD simulation is well reproduced by our DMD calculations.

Conclusions

All the preceding analysis, performed on a very large set of
representative proteins and using state of the art methods as
reference, demonstrates that the pseudophysical DMD method
can reasonably reproduce the flexibility of proteins as
determined by atomistic MD simulations in explicit solvent,
avoiding the need to integrate the equations of motions every
femtosecond. Without important modifications the method
can be used to refine portions of the protein just adding
competing wells that will allow a given residue to change
partners to optimize the overall energy (see Figure 6), and
just adding a long range attractive potential the technique
can be used to study protein/ligand diffusion and protein-
protein interactions in the context of flexible macromolecules.
The performance of the method in these scenarios will be
the subject of future investigation.
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Abstract: The Al5O4
- cluster displays a highly symmetric (D4h) planar ring structure and magic

cluster stability. The enhanced stability of this nonstoichiometric cluster is the result of an
unconventional electronic distribution within the cluster, which is different from that found in
stoichiometric Al2O3. The corresponding neutral Al5O4 cluster exhibits a strong electron affinity
(3.5 eV) that is very close to that of a chlorine atom (3.6 eV). When interacting with the
electropositive metals (M ) Li, Na, K, etc.), the neutral cluster captures one electron and forms
a “binary salt” composed of Al5O4

- anion and M+ cation. Interestingly, the geometric and
electronic structure of bare Al5O4

- is completely retained in the salt structure. This suggests
that Al5O4 behaves as a superatom and Al5O4M is reminiscent of a diatomic ionic molecule
such as NaCl or KCl. We have also demonstrated that Al5O4M can be used as a building block
to construct new solid state materials. A detailed structural analysis of the monomer, dimer,
and trimer of Al5O4M reveals that while M tends to coordinate with the cluster oxygen in
monomeric Al5O4M, the binding preference is significantly changed in the presence of multiple
metal and cluster ions. In this case, M favors coordinating to the terminal Al atoms in the cluster
where the four highest occupied molecular orbitals are distributed. Based on these observations,
we have designed new 1-D, 2-D, and 3-D extended networks using Al5O4M as the building
block. The 3-D periodic lattice displays a structure similar to that in zeolites and, therefore, may
exhibit behavior useful for applications as molecular sieves.

Introduction

Clusters are ensembles of bound atoms intermediate in size
between a molecule and the bulk solid. There are certain
clusters with exceptionally high stability compared to their
immediate neighbors. These are known as magic clusters.
A few well-known examples of magic clusters are C60,

1

Ti8C12,
2 Au20,

3 Al13
-,4 the endohedral M@Au12 cages,5-7 the

aromatic B12 cluster,8 and the polyhedral (V2O5)n cages.9,10

Their high stability is typically characterized by high
symmetry in the structure, saturated electronic shell, chemical
inertness, and a large energy separation between the highest
occupied and the lowest unoccupied molecular orbitals. In
recent years, the quest to assemble these stable individual
cluster units into new solid state materials has gathered a
lot of momentum.11-19 One big advantage in this approach
is the opportunity to tune the electronic and magnetic

properties of the new materials based on the user choice.18

However, there are many practical difficulties associated with
this process. First of all, the clusters must retain their
structural integrity in the assembled unit. Failure to do so
often leads the cluster units to form oligomers. This is nicely
documented in the all-metal aromatic cluster, Mn(Al4

2-),
where M represents an alkali or alkaline earth metal.20 When
brought together, two such units initiate interatomic bonding
within the clusters rather than being stabilized into two
separate units held together by electrostatic interactions.
There may be other significant factors to be considered in
such cluster-assembled materials related to the size of the
clusters, heat of the lattice formation, etc. For example,
Castleman and co-workers have shown that the size of the
Al13 superatom4 is too big to fit with counterions such as
the alkali metals. They have recently proposed new super-
alkali motifs (Na3O and K3O) to overcome this size mis-
match.16 Nevertheless, the cluster-based approach to design* Corresponding author e-mail: kraghava@indiana.edu.
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new nanomaterials with desired properties continues to be
very fascinating. Herein, we report an aluminum oxide cluster
anion, Al5O4

-, which shows magic cluster stability, and the
corresponding neutral behaves like a superatom. Using first
principles electronic structure calculations, we have shown
that this metal oxide cluster can be assembled into different
extended systems having diverse geometric and electronic
properties. Given that the predicted 3D systems show zeolite-
shaped structures, such materials, if synthesized, might find
useful applications as molecular sieves.

Computational Methods

The geometry optimizations of the title species and other
discrete molecular systems reported in this paper are
performed using density functional theory (DFT). The
B3LYP hybrid exchange-correlation functional, in conjunc-
tion with the multiply polarized 6-311+G(3df) basis set
(valence triple-� 6-311G + three d-type and one f-type
polarization functions + diffuse sp-functions) is used in the
calculations.21-23 Geometry optimizations of extended sys-
tems, in 1D and 2D, are performed imposing periodic
boundary conditions (PBC).24,25 Since PBC calculations
using the hybrid DFT functionals such as B3LYP are
prohibitively expensive, we use the PW91 functional with a
moderate sized basis set, 6-311G(d). All these calculations
are performed using the development version of the Gaussian
quantum chemistry software package.26

Geometry optimizations on the 3D extended systems have
been performed using the DFT-based Vienna ab initio
simulation package (VASP).27-30 The Perdew-Wang (PW91)
exchange-correlation functional within the generalized gradi-
ent approximation (GGA) has been applied here.31-33 The
calculations use ultrasoft pseudopotentials34 and a plane wave
basis set with an energy cutoff of 400 eV. The Brillouin
zone is sampled using a 11 × 11 × 11 k-point grid under
the Monkhorst-Pack scheme.35 The energy convergence
criteria during geometry relaxation is set to 10-7 eV per atom.
The geometries are well converged with respect to the plane-
wave energy cutoff and k-point sampling. At the optimized
geometry, the forces are converged to better than 0.6 meV/
Å.

Results and Discussion

The Al5O4
- cluster was easily identified as a high intensity

peak at 199 amu in the experimental mass spectra.36 The
lowest energy isomers of neutral (1) and anionic (2) forms
of Al5O4 are shown in Figure 1. The neutral cluster possesses

39 valence electrons. Interestingly, addition of one more
electron to the neutral species produces a highly symmetric
structure with alternating Al, O atoms along the periphery
and an Al atom at the center of the ring (2). The central
Alc-O bonds (1.78 Å) in 2 are in general shorter than the
terminal Alt-O bonds (1.90 Å). It should be pointed out that
though a B3LYP/6-31+G(d) calculation suggests a perfect
square planar (D4h) structure for the cluster anion, use of a
larger basis set such as 6-311+G(3df) makes it slightly
nonplanar. In this case, the five Al atoms are still in a plane,
but the position of pairs of trans-oxygen atoms above and
below this plane introduces a slight puckering and reduces
the overall symmetry to D2d. However, the deviation from
planarity does not bring any notable changes in the structural
parameters. Moreover, the energy difference between the
planar D4h structure and the slightly puckered D2d structure
is less than 1 kcal/mol. When zero-point energy corrections
and finite temperature effects are considered, the difference
in energy becomes even less. Hence we conclude that the
vibrationally averaged structure of Al5O4

- is planar.37

The relative stability of Al5O4
- with respect to its

neighboring clusters can be estimated from the binding
energies (BE) of their constituent atoms. The binding energy
(BE) of aluminum in AlxOy

- is defined as the difference
between the electronic energy of AlxOy

- and that of Alx-1Oy
-

+ Al (eq 1). The binding energy of oxygen is also defined
in a similar way (eq 2).

BE(Al))E(AlxOy
-)-E(Alx-1Oy

-)-E(A1) (1)

BE(O))E(A1xOy
-)-E(A1xOy-1

- )-E(O) (2)

The average binding energy per atom (i.e., the average of
the Al and O binding energies as defined above) in two
different cluster series (AlxO4

- and Al5Ox
-) is shown in the

top two boxes in Figure 2. In the first case (top-left), the
number of metal atoms has been altered, while in the second
case (top-right), the number of oxygen atoms has been
changed. In both cases, a sharp peak at Al5O4

- suggests that

Figure 1. Lowest energy structure of Al5O4 (1) and Al5O4
-

(2). Also shown are their symmetry and relative stability.

Figure 2. The top two boxes show the average atomic
binding energy (see text) in AlxO4

- (x ) 3-6) and Al5Ox
- (x

) 3-5) cluster series, respectively. The bottom two boxes
show the local stability of each cluster with respect to the
disproportionation schemes shown in eqs 3 and 4, respectively.
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the fragmentation of the heavier species may end up
enhancing the population of Al5O4

-. Also note that the
average binding energy in Al5O4

- is approximately 6 eV per
atom. This is comparable to the binding energy of atoms in
other stable clusters such as fullerenes (e.g., C60) and met-
cars (e.g., Ti8C12).

38

As an alternative way to measure the stability of the
clusters, we can consider two disproportionation schemes
shown in eqs 3 and 4.

2A1xO4
-)A1x-1O4

-+A1x+1O4
- (3)

2A15Ox
-)A15Ox-1

- +A15Ox+1
- (4)

The relative stability of the species on the left-hand side
of the equation compared to the species on the right-hand
side gives a good estimation of the local stability of the
individual cluster. They are presented in the lower panels of
Figure 2. Once again a sharp peak at Al5O4

- indicates a
strong resistance toward changes in the current composition.
All these observations justify the magic cluster stability of
Al5O4

-.
The chemical bond analysis in Al5O4

- reveals why this
cluster is so much more stable. While in stoichiometric
Al2O3, both Al and O are in their formal oxidation states
(Al3+ and O2-), the electronic distributions in the nonsto-
ichiometric aluminum oxide clusters are different. The central
Al atom in Al5O4

- contributes three electrons toward
bonding, while the remaining four metal atoms donate one
electron each. This leaves a total of eight electrons (3+4+1)
in the anionic cluster which are then equally shared by four
oxygen atoms. All the atoms in the cluster now have
saturated electronic shells (3s2 for the four terminal aluminum
atoms and 2p6 for the central aluminum and the four oxide
ions), and the resulting strong ionic bonding contributes
toward the enhanced stability of the cluster. Such a bonding
scenario also explains the large structural change in going
from the neutral to the anionic cluster and suggests that
neutral Al5O4 should have a strong electron affinity.

The adiabatic electron binding energy in Al5O4
-, which

is equivalent to the adiabatic electron affinity (EA) of neutral
Al5O4, is computed to be 3.46 eV. The corresponding vertical
electron detachment energy is computed to be 3.75 eV. These
two energies reconcile well with the experimental negative
ion photoelectron spectra of Al5O4

- where the first peak
appears at around 3.8 eV with a tail at 3.5 eV.36,39 The
difference of 0.3 eV between these two energies is significant
and, in fact, supports our previous observation that there is
a considerable geometric change between the neutral and
the anion cluster. Note that the EA of Al5O4 is very close to
that of the chlorine atom (3.6 eV), the element with the
highest EA in the periodic table. The very strong electron
binding energy, high symmetry, and high stability of the
anionic cluster motivate us to verify if Al5O4 behaves as a
superatom.

To verify this, we have considered the neutral “salt”
Al5O4K. The geometries of its two lowest energy isomers
are shown in Figure 3.40 The only difference between 3 and
4 is the relative position of K. While K occupies a position
facing an O atom in 3, it occupies a position opposite a

terminal Al atom in 4. 3 is energetically more stable than 4.
The binding energies of K in 3 and 4 are -48 and -41 kcal/
mol, respectively. The distance between K and O in 3 is
2.66 Å, which is nearly 0.7 Å shorter than the distance
between K and Al in 4. However, we will see later that this
binding preference is actually reversed when the cluster is
surrounded by multiple metal atoms. As expected, the
presence of K atom in Al5O4K reduces the high symmetry
observed in bare Al5O4

-. This is reflected in the correspond-
ing structural parameters shown in Table 1. However, it is
surprising that the net changes in the bond lengths and bond
angles between Al5O4

- and Al5O4K are not very significant.
For example, the maximum deviations in Alc-O and Alt-O
distances and in the O-Alt-O angle between these two
species are 0.03 Å, 0.09 Å, and 4.5°, respectively. The
maximum deviations are observed in the vicinity of K. As
the distance of the cluster atoms from K increases, these
differences become even smaller. Moreover, NBO population
analysis shows that the charge on K atom in Al5O4K is
+0.8e, clearly suggesting that the alkali atom loses one
electron on bond formation. A careful analysis reveals that
there are almost no changes in the individual atomic charges
when comparisons are made between bare Al5O4

- and the
Al5O4 segment in Al5O4K. This indicates that the electron
lost by K is mostly captured by the cluster moiety and that
the compound Al5O4K is actually a “binary salt” consisting
of K+ and Al5O4

- ions. All these observations suggest that
the electronic and structural integrity of Al5O4

- are retained
even when it interacts with the metal atoms.

A third isomer of Al5O4K where K interacts with the
central Al atom of the cluster from the top has also been
considered. The optimized structure is shaped like an
“umbrella” (C4V symmetry) and is considerably less stable
than the two other isomers (3 and 4). The lower stability in

Figure 3. The two lowest energy isomers of Al5O4K and their
relative stability.

Table 1. Selected Bond Lengths, Bond Angles, and NBO
Atomic Charges of Al5O4

- and Two Isomers of Al5O4K

parameters Al5O4
- Al5O4K (3) Al5O4K (4)

Bond Lengths (Å)
Alc-O 1.785 1.813/1.787 1.808/1.767
Alt-O 1.902 1.817/1.905 1.813/1.939

Bond Angles (°)
O-Alt-O 83.1 84.2/81.1 87.6/81.7

NBO Charges (e)
O -1.57 -1.59 -1.57
Alc 2.08 2.11 2.09
Alt 0.80 0.87 0.84
K NA 0.77 0.82

Al5O4: Potential for New Materials Design J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2013



this isomer is perhaps due to the unfavorable interaction
between the electron deficient central aluminum atom and
the K+ ion.

The metal-halide salts are generally characterized by very
large dipole moments. For example, the dipole moments of
NaCl and KCl in the gas phase are 9 and 10 D, respec-
tively.41,42 The dipole moment of the potassium salt of Al13

-

anion is 11 D.43,44 Similarly, we have computed a very large
dipole moment in Al5O4K (13 D in 3 and 19 D in 4). The
orientations of the dipole vectors in these molecules, from
the center of the cluster anion toward the cation, resemble
the directions of dipole vectors in model compounds such
as NaCl or KCl. This is again strongly indicative that Al5O4K
indeed behaves as a diatomic ionic molecule.

The large energy difference between the highest occupied
(HOMO) and the lowest unoccupied (LUMO) molecular
orbital is a good measure of the chemical inertness of a
species. For example, the HOMO-LUMO energy gap in
Al13K, which also behaves like a stable diatomic ionic
molecule as shown by Bowen and co-workers, is observed
to be 1.3 eV.38 As7K3 is another stable cluster where this
gap is measured to be 2.2 eV by Castleman et al.15 Using
TDDFT calculations, we have computed the energy required
to excite an electron from the doubly filled HOMO of
Al5O4K to the LUMO without allowing any geometric
changes. This gives an estimation of the HOMO-LUMO
gap in the system, which is found to be 1.6 eV. The relatively
large energy gap indicates that Al5O4K is also chemically
inert and especially suitable to serve as a building block for
designing new materials. However, note that the structure
and the HOMO-LUMO energy gap of Al5O4K described
here are purely computational. This and the remaining gas
phase molecules reported in this study are subject to the
experimental verifications.

The integrity of Al5O4K structure has also been verified
by exchanging the positions of terminal Al and K atoms in
3 and 4. The K atom is now a part of the cluster unit. Since
we already know from population analysis that formal
charges on both of these atoms are close to +1, this
alternation does not perturb the electronic distribution of the
system. During geometry optimization one of these structures
rearranges back into 3, while the other optimized structure
appears to be far less stable than either 3 or 4. This confirms
yet again that 3 is most stable among all these isomers.

Next we try to incorporate the individual cluster unit into
real 1-D, 2-D, and 3-D networks. For this, we need to
understand the orientation of the counterions around Al5O4

-

and vice versa. First we consider the species, Al5O4K4, and
set the overall charge to +3 to make sure that it corresponds
to the Al5O4

- ion surrounded by four K+ ions. 5 and 6 in
Figure 4 show the positions of the K+ ions around an Al5O4

-

unit. 6 is about 36 kcal/mol more stable than 5. In fact, 5 is
not a minimum and has an imaginary vibrational mode that
leads to 6. This clearly suggests that the corner positions
are preferred over the center of each side of the cluster when
multiple potassium ions are present. A similar tendency was
previously observed by Hoffmann and co-workers where they
found that Li+ ions bind more strongly at the four corners
of the planar tetracoordinate carbon unit, C5

2-.14 This trend

appears to be different from our earlier observation that
isomer 3 is more stable than 4. However, the higher stability
of 6 relative to 5 can be understood from a careful analysis
of the interactions between the species. Figure 5 displays
the high-lying molecular orbitals of Al5O4

- in their respective
energy order. Note that the lone pair electrons on the terminal
Al atoms in Al5O4

- are distributed among the four highest
occupied molecular orbitals. In contrast, the orbitals associ-
ated with the electron pairs on the oxygen atoms appear lower
down the energy scale. As a result, the strong electrophilic
interactions between K+ ions and the lone pairs on the
terminal Al atoms explain the higher stability of 6.

The preference for metal-Al coordination over metal-O
coordination can also be understood from the position of the
Dyson orbitals in Al5O4

-. As shown by Guevara-Garcia et
al., the Dyson orbitals of three final states after detaching

Figure 4. Two possible isomers of Al5O4K4
3+ showing the

preferred orientation of the cations around the cluster anion.

Figure 5. Molecular orbital (MO) energy diagram of Al5O4
-

showing selected orbitals. Note that the four highest occupied
orbitals represent lone pairs on terminal Al atoms.
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an electron from this cluster consist chiefly of Al (terminal)
3s functions with minor antibonding oxygen contributions.45

This suggests that in the interaction of neutral Al5O4 with
K, the electron released by the metal will be mostly captured
by the terminal aluminums. Also note that the absence of
Dyson orbital amplitude at the central Al makes it the most
preferred position for a nucleophilic attack. This is in fact
observed in the reaction of Al5O4

- with the nucleophiles such
as water, ammonia, and methanol.36,45,46

Next, we consider different structural isomers of
(Al5O4)2K4

2+ in order to understand the possible nonplanar
arrangements of the cluster assemblies. We begin with 7
where the two cluster units are stacked on top of each other
and the four K atoms are positioned in a separate layer in
between the planes of the clusters. This is somewhat
analogous to the structure of sandwich complexes such as
ferrocene. As shown in Figure 6, the metal atoms in this
configuration are actually facing the oxygen atoms in the
cluster. However, we have found that 7 is a first order saddle
point on the potential energy surface. When the displacement
vectors of the corresponding imaginary frequency are fol-
lowed, the optimization leads to structure 8. 8 is 34 kcal/
mol more stable than 7. In 8, the metal ions are facing the
corner Al atoms, consistent with the previously observed
trend.

As we have mentioned briefly in the Introduction, it is
possible sometimes that the structural integrity of the
individual cluster may collapse when two such units interact
with each other. This is usually due to the formation of
intercluster atomic bonds, which initiates the collapse. If so,
then predicting an extended system using such clusters as
building blocks has to be regarded with some caution. We
want to verify this point for the Al5O4K unit. In particular,
we want to see if Al-Al bond formation leading to a
thermodynamically more stable product is feasible. Since
each terminal aluminum atom contains one nonbonding
electron pair, it is unlikely that the interaction between two
terminal atoms will stabilize the system to any significant

extent. However, since the central aluminum is electron
deficient, it can induce an ion-dipole type interaction with a
polar end of another cluster, which may result in some
bonding interaction between the two clusters.

To gain insight into how two Al5O4K units interact with
each other, we have considered many different structures and
found dimers 9-11 as the three lowest energy isomers
(Figure 7). Note the relative positions of the cations in these
isomers. 9 is planar and the K atoms are only pointed toward
the terminal aluminums. 10 shows a nonplanar arrangement
of the clusters where the alkali metals are facing both Alt

and O atoms. 11 shows a different nonplanar arrangement
of the clusters where the K atoms are only facing the cluster
oxygen atoms. Additional ion-dipolar interaction between the
central (in +3 state) and terminal (contains lone pair)
aluminums is also found in 11, which makes it the most
stable among all three dimers. As a result of this interaction,
the central metal atom slightly projects out of the cluster
surface. The Alc-Alt distance is 2.61 Å. Nonetheless, the
structural integrity of the two clusters in 11 is mostly retained.
We will see next which of these three structural patterns is
actually translated in an extended system.

Alternative isomers considering the interactions between
the oxygens of one cluster and the aluminums of another
cluster also have been generated. Their optimized geometries
are comparatively less stable than the ones described above.
This suggests that the dimerization via formation of Al-Al
bonds is energetically more preferable than Al-O bond
formation.

We have already observed that in the presence of multiple
cations, the Alt-K interactions are energetically favored over
O-K interactions for both planar and nonplanar arrangement
of the counterions (isomers 6 and 8). This gives a first order
approximation that in an extended system the structural
pattern found in 9 should get preference over the other
dimers. This has been further verified here. Shown in Figure
8 are the optimized structures of three trimers designed based

Figure 6. Two possible isomers of (Al5O4)2K4
2+ showing the

preferred nonplanar orientation of the clusters.
Figure 7. Three different isomers of (Al5O4K)2 dimer and their
relative stability.
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on the corresponding dimer structures. One additional K is
placed to maintain the structural building blocks (leading to
a high symmetry), and the overall charge is set to +1 to
retain the proper electronic distribution. Note the stability
order of these three isomers. The large energy difference
observed in case of the dimers favoring the nonplanar
configurations does no longer exist. Instead the planar
configuration 12 is now energetically competitive with 14
and, in fact, slightly more stable. This indicates that the ion-
dipolar interactions are not as dominant as the number of
clusters in the oligomer increases. These results strongly
suggest that the structural pattern found in 4, 9, and 12 will
lead to a stable extended system.

Optimized structures of the extended 1-D and 2-D
networks are displayed in Figure 9. 15 is obtained by
expanding structure 4 in one dimension. On the other hand,
16 repeats the trend observed in 9 and 12 in two dimensions.
16 belongs to the P4mm space group. The length of the unit
cell vectors in these two systems is given in Table 2. In each
unit cell, there is exactly one cluster anion and one K+ ion,
thus maintaining the overall charge neutrality. The Alt-K
distances are slightly elongated than the values observed in
the discrete molecular systems. However, the Al-O distances
do not show any significant changes. To examine how the
HOMO-LUMO energy gaps of the cluster motifs evolve
as they are brought together to form the solid, a comparison
is made in Figure 10. Note that the HOMO-LUMO gap of
1.6 eV in Al5O4K increases significantly to 3.2 eV in the
corresponding dimer. This is because when two Al5O4K units
interact with each other, the corresponding HOMOs are
stabilized while the LUMOs are destabilized, increasing the
overall energy gap. However, the gap in the trimer unit is
reduced to 2.3 eV due to orbital interactions of the additional
cluster. Interestingly, a similar band gap is computed for the

extended networks 15 and 16. This shows that the electronic
properties of the cluster motifs are more or less retained in
the extended structures.

Based on the above observations, we have designed a 3-D
network displayed in Figure 11. 17 belongs to the P4jm2
space group, and the crystal has a tetragonal unit cell. An
extended view of the crystal structure is also presented in
Figure 11. Note that the local coordination of the cation in
17 is tetrahedral. Since K is less known for this type of
coordination, we have used copper(I) as the counterion. Cu(I)
compounds such as chlorides and oxides are known to exhibit
a similar coordination for the metal center. In each unit cell,
there are two Al5O4

- and two Cu(I) atoms. The Cu-Alt

distance is 2.24 Å, approximately 0.3 Å shorter than the sum

Figure 8. Three different isomers of (Al5O4K)3 trimer and their
relative stability. One additional K+ ion in the trimer structure
has been added to maintain the structural building blocks.

Figure 9. Optimized 1-D and 2-D networks using Al5O4K as
building blocks.

Table 2. Space Group, Unit Cell Parameters (Å), z Value,
and Volume (Å3) of Different Extended Networks

system space group z a b c V

15 Pm 1 12.23
16 P4mm 1 8.90 8.90
17 P4jm2 1 7.15 7.15 13.26 677.35
18 P4/mmm 1 8.17 8.17 3.11 207.95

Figure 10. Variation in energy gap (HOMO-LUMO gap for
clusters and band gap for solids).
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of their atomic radii. This confirms the ionic type of
interaction between the species. The average computed
lengths for Alc-O and Alt-O bonds are 1.78 Å and 1.87 Å,
respectively. These values can be compared to the corre-
sponding lengths of 1.78 Å and 1.90 Å in the bare cluster,
which suggests very little structural change in the extended
system. The angles around the Cu atom deviate somewhat
from the ideal tetrahedral value of 109.5°. The Alt-Cu-Alt

angles along the unit cell axes are in general shorter (99.7°)
than the same angles between two different axes (114.6°).

The effective diameter of the larger pores in 17 is 0.72
nm (7.2 Å), while the diameter of the smaller pores is about
half of this size (0.36 nm). The molecular diameter of H2

(σeff ) 0.30 nm) and N2 (σeff ) 0.36 nm) are comparable to
the size of the small pores. On the other hand, hydrocarbon
molecules such as propane, butane, and pentane are suitable
to fit into the large pores. Therefore, the polar interior of
the three-dimensional lattice may be selectively able to bind
inorganic and organic molecules in these pores. This opens

up the possibility that these zeolite-shaped structures can find
important applications as storage materials and molecular
sieves.

An alternative 3-D network, 18, has been constructed
based on structure 8. 18 belongs to the P4/mmm space group,
and the unit cell represents a body-centered tetragonal lattice
(Figure 12). The alkali metals are placed at eight corners of
the tetragonal lattice, while the anion occupies the body-
center position. Thus each unit cell maintains a 1:1 ratio of
the counterions. The unit cell parameters are presented in
Table 2. The Alt-K (3.49 Å), Alc-O (1.79 Å), and Alt-O
(1.88 Å) distances do not change much from the discrete
molecular systems. The K-Alt-K angles are 53°.

Given that the ionization potential (IP) of K (4.34 eV) is
higher than the electron affinity (EA) of Al5O4 (3.46 eV),
the formation of K+ and Al5O4

- from individual molecules
is slightly endothermic. However, the substantial Madelung
energy resulting from the ionic lattice is expected to make
the Al5O4K lattice formation to be highly exothermic. The
lattice energy (UL) can be estimated using the Kapustinskii
equation (eq 8).47 In this equation, ν is the number of ions
in the empirical formula, z is the anionic and cationic charge,
respectively, and r is the radius of the anion (2.69 Å) or
cation (1.51 Å). It is important to remember that the unit of
the lattice energy in this equation is given in kJ/mol, which
is finally converted into electronvolt (eV). As shown in eq
9, overall the Al5O4K lattice formation is a thermodynami-
cally favorable process.

K(g)fK+(g)+ e
IP) 4.34 eV

(5)

Al5O4(g)+ efAl5O4
-(g)

EA)-3.46 eV
(6)

K(g)+Al5O4
-(g)fKAl5O4(s)

UL )-5.44 eV
(7)

UL )-1202 × ν|z+| . |z-|

y++ y-
×(1- 0.345

y++ y-) (8)

∆H) IP+EA+UL )-4.56 eV (9)

Finally, we would like to add some comments on the
reactivity of Al5O4K. In particular, it is preferable for such
predicted extended systems to be chemically stable especially
in the presence of common solvent systems such as water.
We have previously seen that small polar molecules such as
water or methanol dissociatively add to the center of
Al5O4

-.36,46 Although surprisingly, ammonia, being a similar
type of molecule, does not react. Since Al5O4

- and Al5O4K
have similar electronic structures, the latter may also show

Figure 11. Unit cell (top) and an extended view (bottom) of
a 3-D network of Al5O4Cu.

Figure 12. Unit cell of a 3-D network of Al5O4K.
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similar chemical reactivity with the above molecules. How-
ever, this might not be the case for the extended systems. In
the case of the monomer reactions, all these reactions are
induced by initial charge-dipole type interactions between a
lone pair on water and the central aluminum of the cluster
anion. We have shown earlier in this paper that such charge-
dipolar interaction becomes less dominant when the indi-
vidual cluster units start to agglomerate. In addition, the less
open access to the central aluminum due to the presence of
the counterions may also lead to a less reactive environment.
This gives some indication that the extended lattice may show
chemical resistance against water or methanol. However, we
note that, though preferable, such chemical inertness is not
a requirement for the viability of formation of such materials.

Conclusions

In summary, we have shown that the aluminum oxide cluster
anion Al5O4

- exhibits a highly symmetric planar structure
and magic cluster stability. The electron affinity of neutral
Al5O4 is similar to that of chlorine, the element with the
largest electron affinity in the periodic table. When interacting
with electropositive metals such as Na and K, the neutral
Al5O4 extracts an electron from the metal to form a binary
salt Al5O4M consisting of Al5O4

- and M+ ions. The
electronic and structural integrity of bare Al5O4

- is com-
pletely retained in the salt structure. After a detailed structural
analysis of dimers and trimers of the Al5O4M unit, we have
designed different extended periodic networks using Al5O4M
as building blocks. The predicted 3-D networks exhibit
zeolite-shaped structure and contain pores of different
diameters. This opens up the possibility that such new
nanomaterials, if synthesized, may find potential application
as molecular sieves.
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Abstract: As for generating localized Hartree-Fock orbitals, we propose a potentially linear-
scaling singles-CI scheme to construct fragment-localized density functional theory (DFT) orbitals
for molecular systems as water clusters. Due to the use of a deformation step instead of a
localization step, the influence of the environment on each separate molecule can be studied in
detail. The generated orbital set for the whole molecular system is strictly equivalent to a set of
canonical orbitals and is a subsequent energy decomposition of intermolecular interactions into
electrostatic, exchange repulsion, and orbital interaction, well beyond dimer systems. Beyond
this, the correspondence of the individual orbitals to the initial monomer orbitals permits to assess
how an interaction deforms an electron density. We show this for dipole moments, which may
be decomposed into monomer contributions, polarization, and charge-transfer contribution.
Applications to a water and an ammonia dimer and chains of water molecules show possible
further developments toward multipolar expansions and other orbital-based schemes for
parametrizing force fields.

1. Introduction

Density functional theory (DFT) is now a widely used tool
for calculating molecular properties due to a favorable scaling
with system size, permitting calculations at high precision
even for medium-sized molecules, inaccessible to perturba-
tion- or configuration-interaction (CI) based quantum chemi-
cal methods.

Another advantage of DFT lies in the fact that a single
Hartree product or Slater determinant with Kohn-Sham
orbitals is usually employed for describing the wave function
and not a long expansion in reference and excited determi-
nants. The connection between the density and orbitals is
therefore straightforward as in Hartree-Fock, nevertheless
including correlation through the functional.

This Kohn-Sham wave functionsthe orbitals generating
the density, assembled in a Hartree product or in a Slater
determinantsis invariant under unitary transformations of
the occupied orbitals. This property, although used, may
deserve more attention for molecular systems, as it is a
recurrent topic in modern wave function-based quantum
chemistry, notably in the quest for linear-scaling algorithms.1

Orbital localization has a longstanding tradition in quantum
chemistry (see ref 2 and references therein) and is associated
with the names of Boys,3 Edmiston-Ruedenberg,4 Pipek-
Mezey,5 or even the natural bond orbital (NBO) analysis of
Weinhold et al.6,7 The Boys localization is known in the
physicists community as Marzari-Vanderbilt8 scheme. These
methods optimize a localization criterion minimizing bielec-
tronic repulsion (Boys) or the fragmentation of the orbitals
on atomic centers (Pipek-Mezey). Commonly the starting
point for these localization methods is a set of completely
delocalized canonical orbitals, diagonalizing the Fock or
Kohn-Sham matrix. The use of delocalized orbitals as

† Article honoring the work of Jean-Pierre Daudey (Toulouse,
France).

* E-mail: Peter.Reinhardt@upmc.fr.
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starting point becomes rapidly a handicap for larger systems,
motivating the development of intrinsic localization proce-
dures without the necessity to generate completely delocal-
ized orbitals.

Recently, several approaches have been proposed in order
to use localization criteria to unravel the origin of intermo-
lecular interactions in weakly interacting molecular systems.
For example, Rob et al.9 presented a approach based on
Boys’ localization for the computation of intermolecular
electrostatic energies including correlation showing promis-
ing results which could be competitive with density fitting
approaches10,11 as cutoff approximations lead to errors below
0.5 kcal/mol per dimer interaction. At the same time, a full
energy decomposition analysis (EDA) was achieved by
Khaliullin et al.12,13 using “absolutely localized orbitals”
demonstrating the advantage of the localization process for
computations on large systems. Such results are important
as EDA are essential to the development and the calibration
of advanced force fields.11,14

For constructing intrinsically localized DFT molecular
orbitals, we take up an old idea,15 further developed and
published by Daudey16 and still cited recently,2,17,18 without
the need to have delocalized canonical orbitals. The central
point is that in Hartree-Fock theory a CI of singly excited
Slater determinants lowers the total energy toward a set of
Hartree-Fock orbitals, reaching convergence when satisfying
Brillouin’s theorem: interactions between occupied and
virtual orbitals via the Fock matrix vanish. The singles-CI
matrix is locally concentrated, as excitations on fragments
with large spatial separation are much less important than
those within close neighborhood. That permits the local
correction of the monomer orbitals, disregarding the actual
extent of the complete system. No canonical (completely
delocalized) molecular orbitals are created or needed.

The method becomes operational and potentially linear
scaling when taking for the elements of the configuration
interaction matrix between singly excited determinants only
the part generated from Fock matrix elements as

〈Φi
a|H|Φj

b 〉 ≈ Fabδij -Fijδab (1)

Otherwise a partial four-index transformation would be
necessary for each SCF iteration.19

The use of density-functional theory for intermolecular
interactions may seem inappropriate, as the important disper-
sion part is not correctly treated in actual Kohn-Sham
formalism. However, improvements are under way,20 and
the scheme we like to present here will be directly applicable
to these improved functionals as well. On the other hand,
we may cite several successful DFT applications for hydrogen-
bonded systems,21 despite this inherent default.

We should stress again that the application of the present
orbital localization scheme does not help to overcome basic
defaults of current density functional theory by inclusion of
missing parts of the correlation energy. Even though we
employ a CI-based optimization scheme, nothing is for the
moment included to go beyond a common Kohn-Sham
energy, obtainable via standard procedures. Nevertheless, the
generated local orbitals and moments developed here may
be helpful in a subsequent step to develop a proper dispersion

scheme like in the recent DFT based SAPT (symmetry
adapted perturbation theory), where the Kohn-Sham mono-
mer orbitals act as starting point for a perturbative intermo-
lecular scheme.22,23

In the SCF MI approach (SCF for molecular interaction)
of Khaliullin et al.,12,13 a similar scheme for orbital optimiza-
tion is presented, replacing the iterative singles-CI step by
one single calculation of fourth-order perturbation theory in
monomer orbitals without explicit orthogonalization of the
complete orbital set.

For the sake of completeness, we may cite the work of
Adams and Gilbert with a similar objective,24,25 constructing
local fragment orbitals in the sense of building blocks for a
molecule or solid, further developed by Kunz26 and Seijo
and Bandiaran.27

The paper is further organized as follows: in the first part,
we recall the iteration scheme based of the CI step and our
particular use for treating weakly interacting multimonomer
or segmented systems. We show how the procedure allows
the decomposition of any monoelectronic property into well-
defined monomer contributions and how the scheme fits into
common energy decomposition schemes like those of Ziegler
and Rauk,28 Bickelhaupt and Baerends,29 or the constrained
space orbital variations approach (CSOV) of Bagus et al.30

In the second part, results are shown for the dipole moments
(local and global) of an ammonia dimer, the energy decomposi-
tion for a linear water dimer,31,32 and an orbital analysis and
an energy decomposition for small, helixlike water clusters
(denoted longitudinal hydrogen-bonded chains (l-HBCs), see
ref 33 and the Appendix) in order to identify the convergence
and transferability of the orbital decomposition.

In the Appendix, we collect all technical details and the
formal proof of the equivalence of the singles-CI scheme
for obtaining Hartree-Fock or Kohn-Sham orbitals.

2. Methodological Details

We consider a system which may be decomposed intuitively
into well-separated fragments. For each fragment, we
construct canonical orbitals separately, in a set of atomic
orbitals attached only to the particular fragment. From this
calculation, we keep the virtual orbitals for spanning the
virtual orbital space of the complete system. To obtain
reasonable occupied orbitals of the monomers, we perform
in a next step a calculation of canonical orbitals of the
individual monomers in the atomic-orbital basis of the
complete system. The advantage of such a procedure lies in
the fact that the necessary integrals over atomic orbitals have
to be calculated only once, and all iterations can be performed
with the same set of integrals. At the end of the double series
of monomer calculations, the orbitals are assembled to a
starting set of occupied orbitals and orthogonalized employ-
ing Löwdin’s S-1/2 orthogonalization.34 This “democratic”
orthogonalization insures that on average every orbital is
corrected in a least-most perturbation, preserving as most
as possible the characteristics of the monomer orbitals.35 To
this set of occupied starting orbitals, the previously generated
set of virtual orbitals is orthogonalized through projection,
and at last, the virtual orbitals are orthogonalized among
themselves, again via Löwdin’s procedure.
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2.1. SCF Iterations through a Singles-CI. Now every-
thing is set up for starting the SCF procedure toward the
HF or DFT wave function of the whole system. A first
determinant Φ0 is constructed from the occupied starting
orbitals, and the energy is lowered by variational inclusion
of monoexcited determinants Φi

a

Ψ)Φ0 +∑
i,a

ci
aΦi

a (2)

from which we take the coefficients to correct in first-order
the occupied and virtual orbitals φi( rb) and φa( rb), respec-
tively, through

φi′( rb)) φi( rb)+∑
a

ci
a
φa( rb)

φa′( rb)) φa( rb)+∑
i

ci
a
φi( rb) (3)

The correction of the virtual orbitals ensures that the occupied
and virtual space remain well orthogonal with respect to each
other. However, orthogonality within each of the two spaces
is only ensured to first order, and the orbitals are orthogo-
nalized again using Löwdin’s procedure. With the orthogonal
orbitals at hand, we construct again the singles-CI matrix,
look for its lowest eigenvalue and corresponding eigenvector,
and correct the orbitals, etc. The loop is controlled either by
the changing of the total energy or by the smallness of the
mean Fock (or Kohn-Sham) matrix element Fia, coupling
occupied and virtual orbitals. If one insists (and making
useless the effort of preserving locality), the generated
(localized) orbital set can be transformed directly to a
canonical one by a single diagonalization of the Fock (or
the Kohn-Sham matrix in the present case). The final
determinant (Hartree-Fock or Kohn-Sham) is indeed the
lowest in energy as the energy evaluation is independent of
the CI procedure, using in the Hartree-Fock case the
Rayleigh quotient 〈Φ0|H|Φ0〉/〈Φ0|Φ0〉 or, respectively, in the
Kohn-Sham case, the corresponding energy functional E[F]
with a particular exchange-correlation part EXC[F].

The cost of this CI procedure is equivalent to a straight-
forward iteration using a diagonalization of the Fock (or
Kohn-Sham) matrix due to the use of an approximate CI
matrix (eq 1) without an explicit four-index transformation
of the bielectronic integrals at each iteration.

Linear scaling may be achieved because the orbital
corrections due to the orthogonalization procedure and the
Fock matrix elements are strongly localized in real space in
the beginning and remain localized as unnecessary delocal-
izations due to any diagonalization are avoided.

As for all CI schemes, the question of size-consistency
may be posed. Algorithms for the correction are well-known
(Davidson correction, CEPA-like treatments,36 etc.) but seem
not to be of crucial importance in the present, medium-sized
cases.37 The final orbitals are the same, and only small
improvements of convergence were observed.

2.2. Use of the Orbital Deformations for Analyzing
the Wave Functions. As we have at the end orbitals
associated to the monomer orbitals, we may try to expand
an according density for example in multipolar moments or
consider just the deformation in a linear decomposition of
the form

φi( rb)) φi
M( rb)+ φi

S( rb)+ φi
O( rb) (4)

where the subscripts stand for “monomer”, “same monomer”
and “other monomers” to describe the effect of on-site
polarization and of charge transfer. The monomer part is the
projection of φi( rb) on the corresponding, unperturbed
monomer orbital φi

0( rb), the second part is the expansion of
the remainder on the basis functions on the same monomer,
and the third one the expansion on the basis functions located
elsewhere.

The three parts are not orthogonal but give rise to six
different density matrices

PMM,i +PMS,i +PMO,i +PSS,i +PSO,i +POO,i (5)

the sum of which is the partial density matrix created by the
molecular orbital φi( rb).

Pi ) |φi 〉 〈φi| (6)

In the spirit of a Mulliken analysis, we may attribute
densities between different parts in halves to the proper parts
MM, SS, and OO as The analysis may be done for each

orbital separately, showing thus more or less deformed
orbitals of the cluster with respect to the individual mono-
mers. Of course, this detailed decomposition depends on the
form of the monomer orbitals and of that of the orbitals of
the whole system. Nevertheless, the choice of canonical
monomer orbitals and CI-generated multimer orbitals reduces
this general ambiguity toward reproducible quantities.

Pi )PMono
i +PPolarization

i +PCT
i (8)

The sum of all of these partial density matrices gives the
density matrix of the whole system.

Psystem )∑
i

Pi (9)

On the other hand, summing these orbital-specific density
matrices over the occupied orbitals of each monomer
separately,

Pfrag ) ∑
i∈ frag

Pi (10)

we may decompose any monoelectronic operator into mono,
polarization, and charge-transfer parts attributed to the
individual monomers. We show this for the Mulliken
populations and dipole moments in the next section. For
instance with the dipole operator µ, we have

µbfrag )Pfragµb) (PMono
frag +PPolarization

frag +PCT
frag)µb

) µbMono
frag + µbPolarization

frag + µbCT
frag (11)

Of course we have to remind that this decomposition is
not unique, as it is based on orbitals. Nevertheless, starting
from canonical monomer orbitals and employing the de-
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scribed singles-CI procedure gives a recipe to construct
decompositions with a well-defined procedure. Our dipole
moments sum up to the global dipole moment of the whole
system under study, and following them individually when
assembling a system may help to identify characteristic
regions of the fragments.

The same principle may serve for total energy decomposi-
tions, the(Kohn-Sham)kineticenergyandtheelectron-nuclear
attraction also being monoelectronic properties. However,
the bielectronic terms (electron-electron Coulomb repulsion
and Hartree-Fock exchange as for the B3LYP functional)
become very numerous, and the attribution of their cross-
terms to individual monomers seems less reasonable than
for the monoelectronic quantities. Therefore, we follow for
the moment another proposition, as detailed below.

2.3. Intermolecular Energy Analysis. Intermolecular
energy decompositions are often in the center of interest for
singling out active sites of fragments and preponderant,
chemically intuitive contributions to the overall stability of
an assembly. One of the first attempts with great success
was Morokuma’s analysis of a Hartree-Fock interaction
energy,38,39 using parts of the Fock matrix in the self-
consistent scheme in order to extract electrostatic, polariza-
tion, charge-transfer, and a sum of remaining terms. Instead
of performing several independent calculations for obtaining
the different contributions, we have all at hand for construct-
ing the interaction energy step by step from the unrelaxed
monomer orbitals (electrostatic interactions), the orthogo-
nalized monomer orbitals (Pauli repulsion), and orbital
interaction as relaxation of the orbitals from the starting
orbitals of the singles CI step to the Kohn-Sham orbitals
of the whole system. This scheme, initially proposed by
Ziegler and Rauk,28 has been popularized by Bickelhaupt
and Baerends29 and served recently for a comparison with
the ab initio SAPT scheme.40 The CSOV decomposition
scheme, in its spirit closer to Morokuma’s original scheme
as subsequently more and more orbitals are allowed to relax
in harmony, gives as well results close to those of the
Bickelhaupt and Baerends decomposition.41

As these energy decompositions are completely invariant
under orbital localization, we should obtain exactly the same
results as for canonical orbitals, unless employing ap-
proximations within the orbital space as cutoffs or selection
schemes. The advantage of the use of (fragment-)localized
orbitals instead of canonical ones lies in the fact that
approximations become distance dependent and can be
chosen prior to a calculation (to be carried out more
efficiently) without loosing the necessary precision.

Beyond a common decomposition of one single dimer
interaction (like in SAPT or CSOV), we may decompose
the n-fragment interactions in larger clusters without any
additional effort. Such multifragment decompositions at the
DFT level have only to be carried out at the moment by
Khaliullin and Head-Gordon12,13 and should be useful for
obtaining reference data for force fields.

3. Applications

The present approach has been applied to an ammonia dimer
and a series of small water clusters. All technical details may
be found in the Appendix.

The water cluster are parts of a helixlike arrangement (as
depicted in Figure 1) of which we took pieces with two to
five molecules.

3.1. Uniqueness of the Orbitals. The spread of the
aforementioned decomposition (eq 7) gives us the possibility
to measure the uniqueness of the generated orbitals for
different conditions of their calculation. One can invoke the
arbitrariness of the final orbitals to discredit the proposed
generation scheme via the singles-CI step, as the final orbitals
depend on the initial set of guess orbitals. Using canonical
monomer orbitals as guess, this arbitrariness is already
removed.

Here, we show that even different ways to achieve
convergence, both through a constant Fock-matrix (or
Kohn-Sham-matrix) mixing between the SCF cycles and a
fixed scaling of the CI-vector, results only in minor differ-
ences for the resulting orbitals. For a system of three water
molecules, we tested this dependence and did not find any
significant changes in the occupations of the monomer, same-
monomer, and other-monomer part of the individual orbitals.
The variation (see Table 1) appears to be in the order of 10
µ-electrons both for the CI-coefficient scaling and the
F-matrix mixing. For calculating the variation, we determine
first the average population of each occupied orbital, and
evaluate the sum of the quadratic deviations from these
averages in each calculation. As the calculations converge
in quite different numbers of iterations (see Table 1), this
should be considered as reasonably stable.

3.2. Shape of the Orbitals. For the functionals LDA,42

PW91,43 BLYP,44 and B3LYP45 (and Hartree-Fock), we
ran the series from two to five water molecules.

We may look (in Table 2) at the most diffuse (and
overlapping) orbital at one extremity of our small water
chains (the left one in Figure 1). From the five occupied
orbitals of the first molecule in our series, this is the highest
in orbital energy.

We recognize that in the Hartree-Fock case, the orbitals
are slightly less deformed than DFT orbitals and that the
different contributions seem stable for the 5-membered chain.
The former parallels the usual observation that Hartree-Fock
polarizabilities are smaller than DFT polarizabilities.41

Note that these orbitals are not Boys or Pipek-Mezey
localized orbitals, producing lone-pairs or bond orbitals for
instance. The spatial localization appears through the small-

Figure 1. Water molecules in a helixlike linear structure.
Pieces of one to five molecules from the left end of the chain
have been considered in the present work.
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ness of the contributions S and O of eq 7. Small differences
are observed between different functionals, reflecting the
different importance of self-interaction in the functionals.
This leads commonly to the slightly different literature values
of, for instance, charge transfer terms41 which we may
identify as the other-fragment parts in our decomposition.
In the case studied, we see that the B3LYP orbital does not
present values intermediate between Hartree-Fock and pure
exchange-correlation functionals without an explicit exchange
term. Already for interaction energies of the three-molecule
system B3LYP (1.15 kcal/mol) is lower than BLYP (2.86
kcal/mol) and Hartree-Fock (6.12 kcal/mol).

Differently than for the atoms-in-molecules (AIM) ap-
proach,46 where atomic basins and their populations are
studied, we may look at the density attributable to each
molecule through the molecular orbitals. This decomposition
scheme, based on orbitals rather than on the density, is
extensively studied for instance by Fernández Rico et al.47,48

3.3. Local Properties As Dipole Moments. Apart from
the question of linear scaling methods, we may employ the
so-constructed orbitals for studying weakly interacting
complexes by extracting monomer properties and interaction-

induced changes of these. As an example, we may look at
the dipole moment of two interacting NH3 molecules, for
which we calculate the influence of the interaction of the
size and the direction of the local dipole moments. The global
dipole is a well-known quantity, and its measurement leads
to an identification of the complex,49,50 invalidating the
common picture of a purely hydrogen-bonded system, with
one of the hydrogen atoms lying in the N-N connection
line. Nevertheless, we use that geometry for the present case,
as we are not aiming at a complete study of this dimer
system.

For each molecule, we may calculate a dipole moment
within the full dimer basis separately and look for the
deformation of the monomer-attributed orbitals when con-
structing the localized dimer orbitals via the described
singles-CI procedure. We have a good trace for the deforma-
tion, as the iterations only deform in a minimal sense the
starting guess orbitals. Figure 2 shows schematically the
reorientation of the two moments toward an alignment. This
is expected from basic physics for lowering the total energy
in a dipole-dipole interaction. However, the contribution
of these calculated dipoles to the interaction energy is rather
small, being in the order of microhartrees (Table 3).

The global moment is varying from about 2 D to about 3
D, much too large compared to the experimental estimate
of 0.75 D.49

3.4. Intermolecular Interactions. Energy decomposition
schemes29,51 furnish two first-order terms, an electrostatic
interaction of the monomers Ees (or Epol

(100) in SAPT) and an
exchange-repulsion term Eexch-rep (or Pauli repulsion), the
sum of which is called frozen-core contribution EFC in the
CSOV scheme of Bagus and Illas.41,51 This EFC is equivalent

Table 1. Convergence Acceleration through CI-Vector Scaling or Fock-Matrix Mixing between Iterations, for three Water
Molecules in a standard Van Duijneveldt Basisa

CI-Vector Scaling
mixing/scaling 15% 20% 25% 30% 35% 40%
no. iterations 42 29 25 20 15 23
σ (monomer population)/10-5 1.8 1.8 1.7 1.7 1.6 1.6
σ (same orb pop)/10-5 1.6 1.5 1.5 1.5 1.4 1.4
σ (other orb pop)/10-5 0.9 0.8 0.8 0.8 0.7 0.7

Fock-Matrix Mixing
mixing/scaling 75% 80% 85% 90% 95%
no. iterations 40 28 35 52 94
σ (monomer population)/10-5 2.4 2.2 2.0 1.9 1.7
σ (same orb pop)/10-5 2.1 1.9 1.8 1.6 1.6
σ (other orb pop)/10-5 1.2 1.0 0.9 0.8 0.7

a Outside the given range, the calculations did not converge. The next lines give the mean standard deviations of the populations from
the average values of the 15 occupied orbitals in the three-molecule cluster. The data is for the BLYP functional.

Table 2. Decomposition of the Most Diffuse Occupied
Orbital of One of the Two Extremities of the Water Chains
into the Different Populationsa

(H2O)2 (H2O)3 (H2O)4 (H2O)5

monomer orbital
HF 0.9964 0.9962 0.9961 0.9961
LDA 0.9949 0.9945 0.9944 0.9943
PW91 0.9949 0.9946 0.9944 0.9944
BLYP 0.9950 0.9946 0.9945 0.9944
B3LYP 0.9944 0.9941 0.9940 0.9939

same fragment
HF -0.0002 -0.0006 -0.0011 -0.0012
LDA -0.0092 -0.0093 -0.0099 -0.0100
PW91 -0.0067 -0.0062 -0.0067 -0.0067
BLYP -0.0050 -0.0044 -0.0047 -0.0048
B3LYP -0.0173 -0.0166 -0.0169 -0.0170

other fragments
HF 0.0038 0.0045 0.0050 0.0052
LDA 0.0143 0.0148 0.0155 0.0157
PW91 0.0117 0.0117 0.0122 0.0124
BLYP 0.0100 0.0098 0.0102 0.0104
B3LYP 0.0229 0.0225 0.0229 0.0231

a Note that we treat Hartree-Fock on the same footing as the
density-functional results.

Figure 2. Schematic drawing of the deformation of the
molecular dipoles via the interaction of two NH3 molecules.
M indicates the monomer dipoles, and D, the dimer dipoles.
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to the Heitler-London energy, employing the unperturbed
monomers orbitals, and corresponds to the antisymmetrized
Hartree product of the isolated monomer wave functions.

Orbital relaxation toward the multimer orbitals yields the
second-order term called orbital interaction,29,40 correspond-
ing to the sum of polarization and charge transfer in CSOV
(named induction in the force-field terminology33). In that,
scheme relaxation implying virtual orbitals is allowed in this
step, in contrast to the first-order, where no mixing between
occupied and virtual orbitals is permitted. The subtle
question, at which instance a correction for a basis-set
superposition error (BSSE) has to be included, is circum-
vented in our scheme as we calculate monomers in the
monomer atomic basis and as well in the multimer atomic
basis, and both can be compared to the final HF or DFT
solution. Thus, results can be correlated to schemes respect-
ing the BSSE in the very last step like CSOV or to schemes
calculating intermolecular interactions in the full multimo-

lecular basis sets throughout like SAPT. The EDA ap-
proaches decompose the total interaction energy ∆E as

∆E)Ees +Eexch-rep +EOI +EBSSE )EFC +EOI +EBSSE

(12)

with the terms defined above.
CSOV (using canonical orbitals) was used to provide

accurate data for the development of a new generation of
force fields based on the electron density.14 The present
approach in fragment-localized molecular orbitals permits
to find corresponding terms, which will be detailed in a
forthcoming paper. Here, we limit ourselves to the global
terms discussed above (details about equivalence of terms
can be found in refs 40 and 41).

We tested the accuracy of our approach on a previously
investigated linear water dimer configuration.14,31,32 As
expected, we observe the invariance to orbitals localization
of our decompositions scheme: localized and canonical
orbitals lead to rigorously the same energy contributions,
which is not the case for all decomposition schemes (due to
projections or approximative orbital rotations).

Table 4 displays the comparison between our approach
(fragment-localized orbitals) and CSOV (canonical orbitals)
for different functionals, including Hartree-Fock. Differ-
ences between the two approaches appear to be around 0.1
kcal/mol and are due to a slightly smaller variational space,
6d or 5d orbitals in the AO basis, and different integration
grids The already observed (refs 41 and 52) DFT exchange-
repulsion-functional-specific behavior is observed. For ex-
ample, PW91 exhibits a less repulsive value of the exchange-
repulsion contribution compared to HF.

Table 4 shows as well the importance of taking into
account the full dimer basis. Indeed the addition of the second
monomer basis functions clearly affects the energy compo-
nents by augmenting both the value of electrostatic and the
exchange-repulsion energy. This “BSSE-like” effect is then
clearly pronounced for frozen core (or first order in the SAPT
terminology). Such a behavior, already observed (see refs
32 and 53) in the framework of SAPT should be carefully
taken into account when developing force fields with a
precision within this order of magnitude.

The decompositions may be easily extended beyond dimer
systems, allowing the calculation of many-body contributions
in contrast to SAPT or CSOV calculations, often restricted
to the implementation of 2-body terms.14 Another multi-
monomer scheme, the reduced variational space scheme54

(similar to CSOV) was applied for Hartree-Fock wave
functions and may be extended easily to Kohn-Sham wave
functions as well.

As it can be seen, once again the specific behavior of each
functional for the exchange-repulsion component is con-
firmed: PW91 < B3LYP < HF < BLYP.

Table 5 gathers results only for the intermolecular
contributions on three and five water-molecule chains. Such
water chains were initially selected in order to enhance
cooperative effects as the molecular dipole moments are
parallel to the main axis of the helixlike chain.33

Such chains also confirmed the presence of an enhanced
charge transfer at the DFT level since EOI is strongly

Table 3. Deformation of the Dipoles of the Individual,
Separated Monomers (dipole (M)) toward the Attributed
Dipole in the Interacting System (dipole (D)), Calculated
with Different Functionalsa

NH3sNH3 dipole (M) dipole (D) difference angle

HF 1.56 1.81 0.25 15.3
1.56 1.75 0.19 0.1

total dipole (M) total dipole (D) angle (M) angle (D)

2.42 3.05 77.8 62.4

LDA 1.45 1.66 0.20 13.5
1.44 1.88 0.44 1.2

total dipole (M) total dipole (D) angle (M) angle (D)

2.25 3.02 77.8 63.0

PW91 1.42 1.62 0.20 14.8
1.39 1.77 0.39 1.2

total dipole (M) total dipole (D) angle (M) angle (D)

2.19 2.92 77.8 61.8

BLYP 1.40 1.62 0.211596 15.5
1.36 1.72 0.361039 1.2

total dipole (M) total dipole (D) angle (M) angle (D)

2.16 2.88 77.3 60.7

B3LYP 1.46 1.68 0.22 15.0
1.43 1.75 0.32 0.8

total dipole (M) total dipole (D) angle (M) angle (D)

2.25 2.95 77.5 61.7

a The phrase “total dipole” stands for the vector sum of the two
individual dipoles, forming the indicated angle. Units are Debye for
the dipole moments, and we give differences in length and
orientation. The differences for the two monomer dipoles (M)
within a calculation has to be ascribed to a non-negligible BSSE,
as the basis sets were elaborated for Hartree-Fock orbitals.
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increased in agreement with previous studies.41 The (frag-
ment-)localized approach offers as well an energy decom-
position per orbital or molecule beyond the global terms.

4. Conclusion

We showed that the singles-CI scheme used for the construc-
tion of localized Hartree-Fock orbitals applies as well for
the construction of (fragment-)localized Kohn-Sham orbit-
als. Through the use of canonical monomer orbitals, the
localized orbitals of the whole, fragment-based system are
very well defined and reproducible, even if an explicit
localization criterion is absent in the procedure. Cutting the
orbitals in three parts permits to decompose monoelectronic
properties in a straightforward manner into monomer,
polarization, and charge-transfer parts. This decomposition
based on orbital contributions is, as any decomposition
scheme of global observables, somehow arbitrary.

For the moment, the implementation gives the exact equiva-
lence to canonical orbitals, but cutoffs, expansion of S-1/2 into
a power series, and other selection criteria may be implemented
easily, leading to a potentially linear-scaling procedure.

We do not doubt that the monomer-attributed properties
(as dipole moments in the present case) will show useful
for interpretation and the construction of modern force fields.
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Appendix A: Technical Details

For the calculations, we use our series of experimental
programs,55 which are linked to DALTON,56 for the genera-
tion of integrals, and to Molpro,57 for the evaluation of the
density functional terms. For the CSOV calculation we
employed an in-house implementation41 of the method in
HONDO 95.3.58

The basis set for the water molecules is a standard one of
van Duijneveldt,59 designed explicitly for the computation
of intermolecular interactions in water aggregates.60 The
individualwatermoleculesareintheirground-stategeometry31,32

and are assembled in a helixlike linear arrangement.
For the ammonia molecules, an augmented v. Duijneveldt

basis and standard geometry are employed, in the same line
as for our previous studies (e.g., ref 40).

Table 4. Energy Decomposition (kcal/mol) for the Linear Water Dimera

functional Ees Eexch-rep EFC EOI+BSSE total interaction

monomers in the respective monomer basis
HF (5D) -8.26 6.88 -1.38 -2.16 -3.55
HF (6D) -8.27 6.91 -1.36 (- 1.37) -2.18 (- 2.19) -3.55
BLYP -8.00 7.42 -0.58 -3.28 -3.86
BLYP (6D) -8.03 7.48 -0.55 (- 0.61) -3.30 (- 3.26) -3.86
PW91 -7.91 6.22 -1.69 -3.30 -4.99
PW91 (6D) -7.93 6.27 -1.66 (- 1.50) -3.33 (- 3.48) -4.99
B3LYP -8.05 6.67 -1.38 -2.97 -4.35
B3LYP (6D) -8.07 6.71 -1.36 (- 1.45) -2.99 (- 2.95) -4.35 (4.40)

monomers in the dimer basis
HF (5D) -8.30 7.02 -1.28 -2.27 -3.55
HF (6D) -8.30 7.02 -1.28 -2.27 -3.55
BLYP -8.19 7.68 -0.51 -3.35 -3.86
PW91 -8.10 6.52 -1.58 -3.42 -4.99
B3LYP -8.18 6.87 -1.31 -3.04 -4.35

a Geometry and basis set are from ref 59. Results from CSOV are given in parenthesis. The Hartree-Fock results are given for a 5D and
6D AO basis set as CSOV is done in the latter. In the DFT case, our scheme uses 5D throughout. The effect on the different terms is small.
For the second part taking 6D or 5D functions makes no difference for all functionals.

Table 5. Energy Decomposition Results (kcal/mol) for Three and Five Water Molecules in the Helix Structurea

functional Ees Eexch-rep EOI BSSE total interaction

three water molecules HF -39.33 66.14 -21.19 0.51 6.12
BLYP -40.85 69.51 -26.88 1.08 2.86
PW91 -40.03 64.49 -27.15 1.07 -1.62
B3LYP -40.24 65.82 -25.29 0.89 1.15
HF -80.88 132.08 -45.33 1.03 6.87

five water molecules BLYP -83.51 138.89 -57.16 2.19 0.41
PW91 -81.86 128.74 - 57.75 2.16 -8.71
B3LYP -82.42 131.47 -53.86 1.74 -3.07

a Note the strongly different results of the total interaction energy for the different functionals.
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Calculations were carried out on a Pentium IV-based
personal computer (local DFT) and on SP5 IBM processors
(CSOV).

Appendix B: Equivalence of HF and DFT
Singles-CI Procedure

The fact that the construction of Hartree-Fock orbitals
through the singles-CI method is useful has been demon-
strated several times since its proposition, in particular for
periodic systems.19,37,61 The derivation of the singles-CI
equations through the minimization of the Rayleigh quotient
with respect to the expansion coefficients in the space of
determinant may be found in standard textbooks.62

What remains in this section is to show that the minimization
of the DFT energy functional with respect to a multidetermi-
nantal wave function leads to similar expressions for the matrix
elements of the CI matrix. It is of little importance whether we
start with determinants or simple Hartree products of orbitalssthe
resulting densities are the same. For the sake of similarity to
the derivation of the usual CI equations, we stick to determinants
and the common Slater rules.

Our ansatz for the wave function as linear combination
of singly excited determinants leads directly to a CI density
as function of three-dimensional coordinates

ψ) c0Φ0 +∑
I

cIΦI (13)

F( rb))N∫ · · ·∫ d3r1 · · · d
3rN-1ψ

†( rb1, · · · , rbN-1, rb) ×

ψ( rb1, · · · , rbN-1, rb)) c0
2FΦ0

( rb)+

∑
I

cI
2FΦI

( rb)+ 2N∑
I<J

cIcJ∫ · · ·∫ d3r1 · · ·

d3rN-1ΦI
†( rb1, · · · , rbN-1, rb)ΦJ( rb1, · · · , rbN-1, rb))

c0
2FΦ0

( rb)+∑
I

cI
2FΦI

( rb)+2∑
I<J

cIcJφk
I( rb)φl

J( rb) (14)

where k and l are the number of the single orbital by which
the two determinants ΦI and ΦJ differ (in the double sum I
< J, we allow ΦI ) Φ0). If there are more orbital differences,
no contribution to the density is obtained, as the density
operator is a monoelectronic operator. In a second quantiza-
tion, we may write the density associated with the two
determinants as

FIJ( rb))Nφk( rb)φl( rb)〈ΦI|ak
†al|ΦJ〉

as the (N-1)-particle determinants al|ΦJ〉 and ak|ΦI〉 need to
be equal to yield an integral different from zero.

With this expression at hand, we may write up the variation
of the density-dependent exchange-correlation functional.63,64

With the formal matrix element of the exchange-correlation
potential VXC( rb) as a one-electron operator VXC ) ΣiVXC(rbi)
acting on determinants, we have

∫ VXC(r)FI( rb) d3r) 〈ΦI|V
XC|ΦI〉 (15)

and

∫ VXC(r)φK
I ( rb)φl

J( rb) d3r) 〈ΦI|V
XC|ΦJ〉 (16)

and thus using

∂F( rb)
∂cI

) 2cIFΦI
( rb)+ 2∑

J*I

cJφk
I( rb)φl

J( rb) (17)

we obtain

For the Coulomb matrix elements, the same construction
holds: again with a one-electron operator J. All terms of the

DFT energy functional put together, we arrive at the same
CI equations as for a standard Hartree-Fock case, with the
monoelectronic Kohn-Sham matrix K ) T + Z + J +
VXC instead of the Hamilton operator H ) T + Z + 1/r12

(with kinetic energy T and electron-nucleus attraction Z):

E) 〈Φ0|K |Φ0〉 +∑
I

cI〈Φ0|K |ΦI〉

cIE) 〈Φ0|K |ΦI〉 + cI〈ΦI|K |ΦI〉 + ∑
J*0,I

cJ〈ΦI|K |ΦJ〉

(20)

As such, only determinants with one difference in the
orbital occupation interact, and no approximation through
the neglect of pure bielectronic integrals as for Hamilton
matrix elements is necessary.

Thus, in the end exactly the same optimization scheme
for the self-consistent orbitals may be employed, for
Hartree-Fock or Kohn-Sham orbitals, including hybrid
functionals with a nonzero exact-exchange term. This is made
possible by the neglect of the pure bielectronic integrals, of
which the exchange part is replaced in Kohn-Sham theory
by the monoelectronic Kohn-Sham potentials.
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Abstract: The implementation, optimization, and performance of various DFT-D schemes have
been tested on models for polar-π interactions between arenes spaced at van der Waals
distances and on a series of functionalized corannulene derivatives and complexes. For DFT-D
schemes involving a semiempirical correction, optimized parameters are proposed for several
basis sets. Performance of the different DFT-D strategies is compared, where functionals include
some of the most recently proposed, B97D, B2PLYP, BMK, and M06-2X functionals, together
with several other well-known functionals. Semiempircally corrected dispersion functionals hold
some promise as useful and affordable methods for studies involving large polynuclear aromatic
molecules and molecules on metal surfaces.

Introduction

Aromatic carbon nanosystems display subtle dependencies
among their structure, dynamics, and photophysical proper-
ties that make them challenging to model computationally.
The challenges lie in the treatment of electron correlation,
dispersion, polarization, and solvation, in a manner appropri-
ate to the context of the application and within the limits of
available computational resources. Investigations of poly-
nuclear aromatic hydrocarbons have revealed weaknesses in
commonly used computational theories regarding the treat-
ment of delocalization and dispersion effects.1-10 Delocal-
ization lies at the heart of the concept of aromaticity, and
the importance of van der Waals (vdW) interactions comes
from the large surface areas of interaction and polarizable
electron densities. Dispersion energies are a pure electron
correlation effect,11,12 whereas delocalization involves both
short- and long-range effects. Accurate computations via
higher-order ab initio based wave functions, such as
CCSD(T), reach a good level of accuracy with large basis
sets13 but are prohibitively costly for even relatively small
systems. Cheaper methods, such as Møller-Plesset perturba-
tion (MP2),14 still become costly when over 1000 basis
functions are considered. In addition, they tend to overes-

timate the electron correlation contribution,15,16 for example,
that stemming from pure π-π interactions.17,18

Density functional theory (DFT) offers the hope of tackling
large systems in a broad context with reasonable effort and
appears to be less basis set dependent than can be the more
advanced wave function methods.19,20 However, treatment
of noncovalent interactions must be addressed on a functional
and basis set level, significantly complicating general ap-
plicability. Conventional DFT techniques fail to treat disper-
sion effects completely. Recently, the DFT community has
developed a variety of methods for the treatment of van der
Waals (dispersion) interactions, including treatments with
specialized functionals, such as BMK21 and the M0522/M0623

series, semiempirically dispersion corrected functionals, such
as B97D,24 and double hybrid functionals, such as
B2PLYP.25 The hierarchy of methods.24-51 parallels the
sophistication of the treatment of the exchange-correlation
potential, Exc ) aEx + bEHF + cEc, where the exchange and
correlation terms each may be a mixture of terms with
different weights. Proper balance of exchange, accounting
for antisymmetry caused by the Pauli exclusion principle,
and correlation accounting for many-bodied effects are
necessary to adequately describe the delocalization phenom-
enon in these aromatic carbon systems. The sheer size of
systems involving corannulene-based molecular recognition
chemistry would be prohibitively expensive using conven-
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tional wave function strategies, and therefore, DFT tends to
be the most practical choice. As such, aromatic carbon
nanosystems provide a good ‘test bed’ for implementation
and optimization of DFT-based dispersion (DFT-D) models.
Our goals in this work include, (a) contribution to the
development of semiempirically corrected density function-
als, emphasizing functionals and basis sets that are necessary
for polynuclear aromatic carbon nanosystems, (b) imple-
mentation of several dispersion corrected functionals (via
both semiempirical corrections as well as double-hybrid
functionals) into our computational chemistry software,
GAMESS,52 and (c) development of a hybrid model for
extended materials and corannulene-functionalized metallic
surfaces, using GAMESS together with the materials soft-
ware, SIESTA,53 the latter of which is more limited in basis
set and density functional representation.

Computational Methods

All calculations reported here were carried out using a locally
modified version of the GAMESS electronic structure
program,52andtheSIESTAelectronicsimulationssoftware,54,55

running on the Baldridge group Linux cluster at UZH, and
the latter also running CSCS supercomputer. Here, we
consider several classes of DFT functionals including,
M06-2X,23 BMK,21 several empirically corrected conven-
tional functionals, PBE,47 revPBE,56 BP86,57-59 B3LYP,60,61

B97D,24 and the double-hybrid functional B2PLYP.25 In
addition, some comparisons are made with the second-order
Møller-Plesset perturbation theory (MP2). 14 In the case of
the semiempircally corrected functionals, given the impor-
tance and dependence of the associated parameters on the
choice of functional and basis set, we have carried out
parameter optimization for several basis sets, including
TZV2P,62 with (2d,2p), and Dunning’s correlation consistent
basis sets,63 denoted cc-pVnZ, where n ) D for double with
[3s2p1d] contraction, T for triple with [4s3p2d1f] contraction,
and Q for quadruple with [5s4p3d2f1g] contraction. Finally,
we have constructed a double-� quality (3d,4s,4p) basis set
supplemented with extra diffuse (5s) functions for the
corannulene on Cu(111) surface computations, as per the
localized atomic orbital basis set specifications in SIESTA.
The quality of the basis set was checked against surface
energy, work function, and interlayer relaxation for the clean
Cu(111) surface. The S22 reference set of data provided by
Jurecka et al. 64 has been used as a validation test set, in
addition to several other small dimers.

Theoretical Approach and Discussion

Empirical Correction. Perhaps motivated by the pos-
sibility of a more simplistic approach, several methods for
correcting DFT for failures involving noncovalent interac-
tions have involved addition of an empirical correction to
the final DFT energy,42,65 typically of the form C6R-6, where
R represents the interatomic distances and C6 the dispersion
coefficients. Such a strategy has been formulated and well
established by several research groups. 24,39,40,66

We have also implemented such a formulation into our
computational software, GAMESS,52 as well as in the
SIESTA software in our collaborative effort, as

Edisp )-s6 ∑
i)1

Nnat-1

∑
j)i+1

Nnat C6
ij

Rij
6

fdmp(Rij) (1)

with

fdmp ) 1 ⁄ (1+ exp(-d(rij ⁄ sRRij
0)- 1)) (2)

This scheme is general and can be applied not only to DFT
but also to all mean field methods that lack a sufficient
treatment of dispersion energy.67,68 The main parameters in
this scheme are (a) the C6

ij coefficients, (b) the R0 vdW radii,
and (c) all of the scale factors. Differences in implementa-
tions are mainly in the values of these parameters. For
example, R0 is typically calculated with wave function based
methods and scaled by an appropriate factor; C6 has been
calculated from atomic hybridization states and also deter-
mined from LDF calculated IPs and static dipole polariz-
abilities, R, and the damping factor, d, typically takes on
values between 20-23. C6

ij can be determined via formulas

such as C6
ij ) √(C6

i C6
j ), which has been found by Grimme to

be consistent for problems of interest in this work, and the
functional dependent scale factors, s6, typically determined
via parameter fitting. The final mean-field (MF) DFT-D
energy is the result of the direct addition of this dispersion
energy to the computed DFT energy:

EMF-D )EMF +Edisp (3)

Employing this strategy, three parameters are of concern:
the s6 prefactor to the C6 atomic coefficients, the d damping
factor, and the sR prefactor to the vdW radii. The nonlinear
parameter, d, is considered optimal and is fixed to the
optimized value of Grimme, d ) 20.24

In this work, we consider dependencies of both s6 and sR

parameters simultaneously, with respect to basis sets and
common functionals. Parameters for the several functionals
are proposed for the first time, including those for the revised-
PBE (revPBE) functional,47,69 which has particular impor-
tance for our extensions of GAMESS with SIESTA53 for
computations involving materials.

Double Parameter Optimization. There has been sub-
stantial discussion in the recent DFT-D literature concerning
the issue of the optimization of the parameters for the
semiempircal correction (eq 1).39,42,70 Many consider a fixed
value of sR and optimize the linear parameter s6 (as in the
original work of Grimme).24,40 The atomic dispersion coef-
ficient prefactors s6 were originally optimized by Grimme
using the TZV2P (also referred as TZV(2d,2p)) basis set,
suggesting a fixed value of sR ) 1.1. Optimization of the
nonlinear vdW factor sR, keeping s6 at one (as in the work
of Jurecka), has also been considered,39 because it has a more
complete optimization of all empirical parameters of a
damping function for C6R-6 for three specific functionals
(PBE, BP86, B3LYP) and several basis sets for application
to π-stacking interactions in nucleic acids.71 Given the
importance of these parameters on the ultimate predictability
of DFT-D, as well as the need to add the appropriate
dispersion correction term for the specific functional and
basis set being used, we have considered a simultaneous
double optimization of the two parameters, showing the
behavior of both parameters across various functionals and
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basis sets. We propose optimal values of both parameters
for each case.

The S22 reference set of data provided by Jurecka et al.64

has been used for determination of the optimized parameters,
a common choice for studies of the present type. As in
previous works, 24,64 the two parameters were optimized by
variation of their values so that the difference between
reference single point energy and the DFT-D for the same
geometry is minimized. Accurate geometries were taken for
the S22 set from the original paper. All DFT-D calculations
were performed with the newly modified GAMESS software.

For consideration of double optimization, we have imple-
mented and tested the recently developed B97D exchange-
correlation functional,24 into GAMESS. This functional is a
special reparametrization of the original Becke 1997 func-
tional together with a semiempircal correction. Grimme paid
particular attention to avoid a so-called “double-counting”
especially in large molecules, where many electron correla-
tions at intermediate distances are accounted for both by the
correction term and the functional itself. In the B97D
functional, power expansion series coefficients of the original
functional description were optimized by Grimme to restrict
the density functional description to the shorter electron
correlation ranges, while the medium to long-range descrip-
tions are handled by the semiempirical correction term. In
this case, a ) 1 (function of 3 parameters), b ) 0, and c )
1 (function of 6 parameters), using the notation presented in
the introduction, Exc ) aEx + bEHF + cEc.

B97D tends to be, in fact, much more insensitive to
spurious contamination caused by parametrizations in the
exchange component, that in some functionals mimics the
dispersion effects. This effect can be more clearly observed
by plotting the exchange energy of the functionals together
with the exact Hartree-Fock exchange in the vdW region
for a simple dimer of noble gas atoms, for example Kr, as
shown in Figure 1.

The Zhang and Yang functional, revPBE,56 employs a
parametric fit to exact exchange data, and therefore is another
candidate for addition of semiempirical dispersion effects.
In some cases, revPBE mimics the HF result, however tends
to result in more expanded intramolecular geometries and
loosely held complexes. While this is partially compensated

for by the addition of the attractive dispersion term, the
overall effect is still lacking. In addition, one observes a
rather large value for s6 for revPBE because the correction
is taking into account some effects that are typically handled
with a correlation terms, which are not present in this
functional.

Optimization of the empirical dispersion function param-
eter across the Dunning cc-pVnZ family of basis sets with n
) 2,3, and the TZV(2d,2p) basis set used by Grimme in his
original paper, was carried out for the B97D functional.
Results are shown in Figure 2, where the median absolute
deviation (MAD) is reported as a surface function of the
two parameters sR and s6 for the S22 system of complexes.

In these diagrams, the lowest energy is given in red; the
highest energy is in blue, and all plots are on the same
relative scale. All plots in Figure 2 show a large region of
red corresponding to optimal s6 and sR parameters where the
MAD associated with the S22 set of complexes is at a
minimum. For the cc-pVDZ basis set, the minimum func-
tional region is 1.0 kcal/mol deep, while for both of the
triple-� basis sets, the minimum functional region is 0.5 kcal/
mol. One can find the intersection point between horizontal
(s6) and vertical (sR) within this minimum region, as shown
in the right most picture of each set of plots in Figure 2. A
value of sR ) 1.1 always intercepts the minimum-regions,
showing that optimization of sR is not necessarily required,
if combined with a good optimized value of the linear s6

parameter. The intersection with an optimized value of s6

(solid lines in the associated plots) always lies in the
minimum-region. The values of s6, as optimized by Grimme
for TZV(2d,2p), are indicated as dashed lines for the first
two sets of plots, to indicate the resulting difference when
considering other basis sets.

A similar analysis was performed for the revPBE func-
tional. Our particular interest in this functional is its
suitability for our hybrid computations of corannulene on
surfaces, using the SIESTA software. The revPBE is a good
choice for such computations because it is found to be
superior in the description of energetics of atomic and
molecular bonding to surfaces, as compared to experimental
findings. However, up to this point, the attractive dispersion
term for this functional was lacking in both SIESTA and
GAMESS.

Optimization results for the revPBE functional for one
basis set is shown in Figure 3, with very similar character-
istics for higher-order basis sets. As expected, the optimized
s6 value is quite large, at 1.66, because the correction is taking
into account some effects that are typically handled with
correlation terms, which are not present in this functional.

Double Hybrid Functional. In contrast to the strategy of
including the effects of dispersion via an empirical function
as discussed so far, an alternative strategy proposed in the
literature for improving density functional theory even
beyond the so-called fourth rung functionals, is via the
“double-hybrid” functionals. 72 These functionals, as initially
proposed, 73,74 involve a multilevel approach including more
advanced ab initio components, within the density functional
formalism, for example, Møller-Plesset theory. Double-
hybrid functionals were then realized by Grimme in his

Figure 1. Plot of the exchange energy of the functionals,
PBE, revPBE, and B97D, compared to the exact Hartree-Fock
exchange in the vdW region, for the Kr2 dimer.
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proposed B2PLYP set of functionals,25,32 and later by others.
In this type of treatment, typically either a hybrid density
functional or meta-GGA functional is used together with
exact HF exchange, but with a damped correlation functional.
The remaining correlation is then treated with a more
advanced ab initio method. In the case of B2PLYP, the meta-
GGA functionals are LYP correlation61 and B88 exchange,57

with 53% exact HF exchange and 27% MP2 energy.
We have now implemented the B2PLYP functional into

GAMESS, and considered optimal s6 and sR values for both
the cc-pVDZ and cc-pVTZ basis sets. The resulting correla-
tion plots are shown in Figure 4.

We observed results that are quite different from that
found for the GGA and hybrid functionals. The s6

parameter for the B2PLYP functional has a smaller
optimized value (0.55), in part because of the dispersion
contribution being taken into account with the PT2
component of the functional. However, the values are
higher than zero because the PT2 component is scaled
and takes into account only 27% of the dispersion. The
sR parameter will have a higher value for similar reasons.
The differences found between the double-� and triple-�
basis sets appear to be smaller than in the other functionals
considered. In fact, the same pair of optimized s6/sR values
can be utilized with good accuracy with either basis set.
Therefore, we suggest values of s6 ) 0.55 and sR ) 1.3,
which represent the best compromise between accuracy
and general applicability. Again, the optimized values are

Figure 2. Optimized s6 and sR empirical dispersion function parameters for the B97D functional, with the cc-pVDZ, cc-pVTZ,
and TZV(2d,2p) basis sets, respectively. All plots are given on the same relative scale, and a more detailed view of the minimum
region is provided in the case of cc-pVDZ.
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shown as solid lines and the optimized values of Grimme
are shown as dotted lines in the graphics.

Further Considerations of Basis Sets and BSSE. Fol-
lowing the above analysis, we proceeded to optimize the s6

parameter for several additional functionals and basis sets,
keeping the sR value fixed to 1.1, as also suggested in the
original paper of Grimme, given that this choice looks
consistent also for the basis sets and functional types
considered here. The first functional considered was the
B97D exchange-correlation functional.24 The cc-pVnZ basis

sets (with n ) 2-4) were used to investigate the behavior
of the optimized s6 parameter for increasing value of � (n).
In addition, the reference TZV(2d,2p) optimized parameter
of 1.25 was also considered.

Figure 5 shows the median absolute deviation (MAD) for
the S22 set of molecules, with respect to increasing s6 value,
using the B97D functional. The optimized s6 parameter
increases with the addition of every � (n) to the basis set, as
expected. With small basis sets (n ) 2), one expects the basis
set superposition error, BSSE, to be significant. The triple-�

Figure 3. Optimized s6 and sR empirical dispersion function parameters for the revPBE functional, with the cc-pVDZ basis set.
Plots are shown using the same relative scale as in Figure 2, and an inset showing a more detailed view of the minimum is
provided.

Figure 4. Optimized s6 and sR empirical dispersion function parameters for the B2PLYP double-hybrid functional, with the
cc-pVDZ (top) and cc-pVTZ (lower) basis sets. Plots are shown using the same relative scale as those shown in Figures 2 and
3. Inset graphs are provided showing the minimum region in more detail.
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basis sets have almost the same overall performance as the
higher-order quadruple-� basis set, with MAD lower than
0.5. The cc-pVTZ basis set, with optimized s6 parameter of
1.18, has a slightly better overall performance than does the
TZV(2d,2p) basis set. Indeed, the original TZV(2d,2p)-
optimized parameter of 1.25 of Grimme provides acceptable
errors of around 0.5 with the cc-pVTZ basis set. This fact
suggests that a reoptimization of the s6 parameters with basis
sets that contain the same number of split shells is not really
necessary, while the reduction of the number of split shells
(i.e., from triple to double-�) can involve a significant
increase in BSSE that must be compensated by a corre-
sponding reduction of the optimized s6 parameters.

The basis set superposition error (BSSE) plays a key role
in the understanding of weakly bounded complexes interac-
tion energies. It is well-known that basis sets that are too
small will have large BSSE, resulting in poor binding
energies and intermolecular distances.40 Although it has been
shown that DFT is much less affected by BSSE than other
wave function types, a basis set of at least triple-� quality is
necessary to significantly reduce the BSSE. The counterpoise
correction (CP) is the standard method to correct for BSSE,
and while the procedure itself has an associated error
(typically results in an overestimation of BSSE) and requires
additional effort, it typically provides good results for the
vast majority of cases where it is used.

When the semiempirical-corrected DFT methodologies are
employed, optimized parameters inherently account for part
of the BSSE, as pointed out in the literature.24,71 In fact, for
small basis sets, BSSE can be of the same order of magnitude
as the dispersion corrections; however the two corrections
have different asymptotic behavior. To better understand the
behavior of dispersion corrections and BSSE with respect
to basis set and functional variations, we have performed
parameter optimization with and without the CP correction.

In Figure 5, the optimization of the s6 parameter for the B97D
functional including counterpoise correction is shown for
several basis sets. Interestingly, the CP curves for all basis
sets considered have a minimum at s6 ) 1.4 (general value
that we suggest to use when CP corrections are applied with
B97D), a quite large value compared to the ones for non
CP-corrected curves. Since we can reasonably expect BSSE
for large basis (e.g., cc-pVQZ) to be almost completely
reduced to zero, one would expect the optimal s6 value for
the CP-corrected curves to be in the same region, but this is
not the case.

Looking at the global performance in terms of MAD of
the S22 set, one can see that the MAD is correctly reduced
on going from cc-pVnZ to cc-pVnZ + CP for n ) 2, but
slightly increases for n > 2 (where the BSSE should be very
small also for the noncorrected basis). The loss of accuracy
within the same basis set has to be attributed to the error
associated with the CP corrections, since no other source of
errors are introduced in the calculations. This difference
should actually be a reasonable energetic estimate of the error
associated with the CP procedure within the S22 set of
molecules. Given a much larger database of molecules, this
procedure should be a way to quantify the global perfor-
mance of the CP methods, something that will be considered
in future work.

Similar considerations can be made for the B3LYP, PBE,
and revPBE functionals. Parameter optimizations were
performed and results collected in Figures 6-8.

The optimal s6 parameters show the same behavior for
all three functionals, resulting in an increase of this
parameter value with dimension of basis set. The revPBE
functional actually shows a relatively strange overall
performance: its accuracy is in fact reduced with increase
in basis set, with the double-� basis set having the lowest
MAD value. To better analyze the s6 optimization process,

Figure 5. Median absolute deviation (MAD) with respect to increasing s6 value, for the B97D functional. A detailed view of the
minimum region is also provided for the CP corrected curves.
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the deviation from reference for cc-pVDZ with the
nonoptimized and optimized s6 values for the S22 set of
complexes was investigated, in addition to results of DFT
without dispersion (Figure 9-13).

As can be expected, one observes the general improvement
of results with inclusion of the dispersion correction (DFT
vs DFT-D results). The largest errors for DFT-D are found
for the first 7 complexes in the S22 set, which are all
hydrogen-bonded complexes. Complexes 8-15 have pre-
dominantly dispersion contributions, while complexes 16-22
involve more complicated diverse interactions. In the case

Figure 6. Optimization of the s6 and sR parameters for the
B3LYP functional at cc-pVnZ, n ) 2-4, compared to the B97D
functional at the TZV(2d,2p) basis set with optimized s6 )
1.25.

Figure 7. Optimization of the s6 and sR parameters for the
PBE functional at cc-pVnZ, n ) 2-4, compared to the B97D
functional at the TZV(2d,2p) basis set with optimized s6 )
1.25.

Figure 8. Optimization of the s6 and sR parameters for the
rev-PBE functional at cc-pVnZ, n ) 2-4, compared to the
B97D functional at the TZV(2d,2p) basis set with optimized
s6 ) 1.25.

Figure 9. Deviation of DFT+D calculated and CCSD(T)
reference at s6 ) 1.25 vs s6 ) 1.00 for the S22 set of
complexes for B97D/cc-pVDZ.

Figure 10. Deviation of DFT+D calculated and CCSD(T)
reference at s6 ) 1.05 vs s6 ) 0.73 for the S22 set of
complexes for B3LYP-D/cc-pVDZ.

Figure 11. Deviation of DFT+D calculated and CCSD(T)
reference at s6 ) 0.75 vs s6 ) 0.5 for the S22 set of complexes
for PBE-D/cc-pVDZ.
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of PBE and revPBE, the optimized values sensibly flatten
the curve in the pure dispersion and in the mixed regions,
while maintaining acceptable results in the hydrogen-bonded
area.

The apparently strange behavior of revPBE with respect to
basis set increase can be rationalized through a comparison of
the plot in Figure 12 for cc-pVDZ with a corresponding plot
for cc-pVTZ shown in Figure 13. While errors for complexes
8-22 are satisfactorily reduced for the triple-� basis set, errors
associated with the hydrogen bond complexes (complexes 1-7)
are actually increased, reducing the global performance (MAD)
for this functional. The MAD of complexes from 8-22 using
revPBE/cc-pVTZ and revPBE/cc-pVQZ is on the same order
of that obtained for B97D using the same respective basis sets,
as can be seen in Table 1.

Figure 14 shows all results together, illustrating the
performances of the different functionals. The B97D with
triple-� basis set appears to be in general the best choice for
accurate calculations. Interestingly, B97D with cc-pVDZ
provides essentially the same performance as B3LYP-D with
cc-pVTZ. Oddly, the results of revPBE/cc-pVDZ appear to
provide the overall best of the other double-� basis sets
(Figure 15) and, additionally, of nearly all triple-� basis sets
and even some of the quadruple-� basis sets. However, as

we observe when applying this functional, these results are
a bit misleading because results for structure and properties
of molecules outside the S22 test set are found to be not as
good as with, for example, the B97D functional. The high
values of the optimal s6 for the revPBE functional are

Figure 12. Deviation of DFT+D calculated and CCSD(T)
reference at s6 ) 1.66 vs s6 ) 1.00 for the S22 set of
complexes for rev-PBE-D/cc-VDZ.

Figure 13. Deviation of DFT+D calculated and CCSD(T)
reference at s6 ) 1.87 vs s6 ) 1.00 for the S22 set of
complexes for rev-PBE-D/cc-VTZ vs rev-PBE/cc-pVTZ.

Table 1. Mean Absolute Deviation of S22 Complexes for
the Series of Functionals and Corresponding Basis Sets for
the Optimized s6 Values Shown

DFT
functional basis set

optimized
s6 value

MAD
(kcal/mol)

B97D cc-pVDZ 1.00 1.075
cc-pVDZ + CP 1.39 0.518
cc-pVTZ 1.18 0.337
cc-pVTZ + CP 1.41 0.454
cc-pVQZ 1.26 0.330
cc-pVQZ + CP 1.39 0.441
TZV(2d,2p) 1.25 0.375
TZV(2d,2p) + CP 1.38 0.425

B3LYP cc-pVDZ 0.73 1.709
cc-pVTZ 0.88 0.853
cc-pVQZ 0.96 0.612

PBE cc-pVDZ 0.50 2.579
cc-pVTZ 0.64 1.030
cc-pVQZ 0.65 0.798

revPBE cc-pVDZ 1.66 0.826
cc-pVTZ 1.87 1.326
cc-pVQZ 1.90 1.536
cc-pVTZ (8-22) 1.87 0.393
cc-pVQZ (8-22) 1.90 0.355

Figure 14. Mean absolute deviation at optimal s6 values for
the functionals and basis sets considered in this study.

Figure 15. Mean absolute deviation at optimal s6 values for
functionals using the cc-pVDZ basis set as compared to B97D/
TZV(2d,2p).
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evidence that the exchange part of this functional correctly
provides little to no bond in the vdW region, forcing the
vdW interactions to be treated by the semiempirical disper-
sion-like term. For this reason and because of its simple GGA
implementation and large use in physical and surface science,
revPBE/cc-pVDZ appears to be one of the best reference
methods for large systems. The B97D functional is still a
very good choice using either double-� or triple-� basis sets,
given its rational balance of exchange and correlation terms,
and over all good behavior in general. For use with the cc-
pVDZ basis set, a sensible reduction of the optimized s6

parameter is necessary.
To further validate results, we also looked at small

molecule benchmark dimers that have been used in many
other investigations of this type, some of our larger models
for aryl/aryl interactions, as well as corannulene constructs,
given the large focus on these latter systems in our research.
The first two small but nontrivial tests include methane
dimers and benzene dimers, the latter of which has been the
subject of many experimental and theoretical investigations
for which there is considerable benchmark data. In addition
to all of the above-mentioned functionals, for the research
applications, we include results from a recent implementation
of the M06 series of functionals of Zhao and Truhlar into
GAMESS by Sok.75

Methane Dimers. (CH4)2 in D3d (staggered) conformations
was first considered using B97D/TZV(2d,2p) to verify in
accord with literature24 and experimental results. 76-81

Counterpoise (CP) 82,83 corrections for basis set superposition
error (BSSE) were also investigated for both, the summary
of which is in Table 2.

Results for the staggered conformation of the methane
dimer are in good agreement with those of Grimme, as well
as experimental data. Small differences from that of Grimme
can be attributed to (a) Grimme using a resolution of the
identity RI approximation for two-electron integrals, and (b)
a slight difference in basis set: Grimme uses TZV2P basis
set62 (discarded d- and f- function on first and 2-5-row
atoms, respectively); here TZV(2d,2p)84 as implemented in
GAMESS is used.

As previously mentioned, counterpoise corrections need
to be treated with caution because such effects are partially

accounted for within the semiempirical dispersion correction
itself. At the double-�, such considerations may still be
required, but one should be aware that the semiempircal
correction might influence the effectiveness of the CP
treatment. One immediately sees that B3LYP+CP is very
poor, actually predicting methane dimer to be unbound. In
contrast, the addition of the semiempirical dispersion cor-
rection overshoots the mark, predicting the methane mono-
mers to be too close and too strongly bound. B97D/cc-pVDZ
actually does a comparable job to the larger basis set with
the inclusion of CP, albeit again, slightly over bound.
Ultimately, the study indicates the need for at least triple-�
whenever feasible, but that the B97D functional does a
reasonable job even for double-�.

Benzene Dimers. Although benzene dimer structures can
adopt a continuum of different relative orientations, three
prototype structures are typically considered, parallel-stack
(PS), parallel-offset (PO), and edge-to-face (EF) (Table 3).
Whereas the PO and EF are stable minima, the PS is a
transition state structure. Two important considerations in
these dimers is the balance between contact surface (CS)
and polar moment (PM). The polar moment overlap in PS
is much larger than in the other two cases, resulting in
maximum repulsive polar moment. In the PO structure, the
two contributions are quite similar and offer moderate
attraction between the two benzenes, while the EF structure
has minimal attraction with the contact surface compared to
the much larger polar moment attraction.

It is well-known that nondispersive DFT functionals, in
particular the popularly exploited B3LYP, give a purely
repulsive interaction for the PO configuration of the benzene
dimer. Our goal in this work is to see how the DFT-D methods
discussed above perform for this complex. The best theoretical
estimate of the interaction energy for the PS conformation has
been provided by Sinnokrot and Sherrill, at the CCSD(T)/aug-
cc-pVQZ* (modified basis set) level of theory,85 enabling us
to compare complete dissociation curves.

Here we have investigated the B3LYP-D, B97D, PBE-D,
and revPBE-D, with optimized s6 parameters for the cc-
pVDZ basis set. While it is true that one would choose a
more substantial basis set for this small system, our goal is
to determine feasibility of double-� level basis sets for the

Table 2. Summary of DFT-D Results As a Function of Basis Set and CP Correction for Methane Dimers

(CH4)2 D3h (eclipsed) (CH4)2 D3d (staggered)

method s6 ∆E (kcal/mol) Re (Å) ∆E (kcal/mol) Re (Å)

B97D/TZV(2d,2p) 1.25 -0.567 3.792
B97D/TZV(2d,2p) + CP 1.25 -0.558 3.792
B97D/cc-pVDZ 1.25 -0.743 3.600 -0.782 3.606
B97D/cc-pVDZ + CP 1.25 -0.527 3.600 -0.558 3.606

B97D/cc-pVDZ opt 1.00 -0.521 3.747 -0.548 3.792
B97D/cc-pVDZ + CP opt 1.39 -0.882 3.595 -0.924 3.518

B3LYP-D/cc-pVDZ 1.25 -0.778 3.411 -0.830 3.409
B3LYP-D/cc-pVDZ + CP 1.25 -0.518 3.411 -0.545 3.409
B3LYP/cc-pVDZ unbound unbound
B3LYP/cc-pVDZ + CP

Grimmea -0.56 3.78
experimentb -0.33 to -0.46 3.84 to 4.27

a Ref 24 b Experimental range of values from refs 76-81. Counterpoise (CP).82,83
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purpose of extending these methods to significantly larger
aryl/aryl systems shown below. Full dissociation curves have
been computed for each of the four functionals. These
dissociation curves, in comparison to the high quality curve
of Sherrill and Sinnokrot, provide a better understanding of
how the methods appropriately reproduce the strength of the
π-π interactions as a function of distance and orientation
of the rings. All curves have been constructed using single-
point energy calculations of the dimer at variant intermo-
lecular benzene-benzene distance, using experimental ben-
zene internal geometry. Results are shown Figures 16-19
for the different functionals.

Of the functionals investigated, the B97D functional
appears to be one of the better functionals for prediction of
the interaction energy profile for the benzene dimer, keeping
in mind that the optimization of the s6 parameter plays a
key role when moving from double-� to higher-order basis
sets. For the popularly used B3LYP functional, we note the
anomaly that the nonoptimized curve (s6 ) 1.06) has a better
behavior than the optimized curve, primarily because of a
cancelation of errors. The s6 optimization for the PBE
functional does not have a particularly large influence on
single-point energies at experimental equilibrium geometries.
Even if the single-point energy looks worse, the minimum

of the optimized curve is nearly predictive of the experi-
mental optimal distance, while the nonoptimized curve
predicts overbinding. The two PBE-based functionals have
globally acceptable results, with errors reduced from 6 kcal/
mol using unoptimized s6 to almost 2 kcal/mol when used

Table 3. Relative Relationship between Contact Surface and Polar Moment in Benzene Dimer Structures

conformation contact surface (CS) polar moment (PM) relative relationship

PS maximum attraction repulsive CS<PM
PO medium attraction attractive CS≈PM
EF minimum attraction attractive CS,PM

Figure 16. B97D-D/cc-pVDZ energy as a function of inter-
molecular distance for the benzene face-to-face dimer com-
plex, with s6 ) 1.0 and s6 ) 1.25, compared to the CCSD(T)
reference curve, as explained in the text.

Figure 17. B3LYP-D/cc-pVDZ energy as a function of
intermolecular distance for the benzene face-to-face dimer
complex, with s6 ) 1.05 and s6 ) 0.73, and no dispersion
correction, compared to the CCSD (T) reference curve, as
explained in the text.

Figure 18. PBE-D/cc-pVDZ energy as a function of intermo-
lecular distance for the benzene face-to-face dimer complex,
with s6 ) 0.75 and s6 ) 0.50, and no dispersion correction,
compared to the CCSD(T) reference curve, as explained in
the text.
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with the optimized s6 parameters. This supports consider-
ations of its general use for significantly large systems.

The best estimate of the interaction energy for the PS
conformation, evaluated at the equilibrium intermonomer
distance, is provided by the CCSD(T)/aug-cc-pVQZ* (modi-
fied basis set) potential energy curve of Sinnokrot and
Sherrill, at -1.70 kcal/mol. For reference, their MP2/aug-
cc-pVDZ and CCSD(T)/aug-cc-pVDZ numbers are -2.83
and -1.33 kcal/mol, respectively. The experimental dis-
sociation of the benzene dimer, determined by Grover in
1987, is found to be in the range of -2.0 to -2.8 kcal/mol.86

Here, as seen above with the methane dimers, the B3LYP-D
functional performs quite poorly. However, using the B97D
functional, we obtain -1.70 kcal/mol with TZV(2d,2p) and
optimized s6 values of Grimme (-1.559 including CP) and
-1.34 kcal/mol using our optimized s6 values for cc-pVDZ,
in very close agreement to that obtained with the CCSD(T)/
aug-cc-pVDZ, -1.33.

Research Applications. There is considerable interest,
both from an experimental and a theoretical perspective, of
alkyl-π and aryl-π interactions because of their importance
in many applications from materials to biological systems.
Many such studies predict (a) that dispersive forces dominate
the interaction, (b) a repulsive nature of the PS and an
attractive nature of the PO and EF, and (c) that electron-
donating (ED), as well as electron-withdrawing (EW), groups
enhance stacking interactions.87-91 Experimental evidence
for the repulsive interaction in the PS conformation has been
demonstrated by Siegel and Cozzi through a number of
investigations92-95 of substituted 1,8-diarylnapthalenes and
confirmed by others, 96,97 which aid in the rationalization of
a variety of other experimental results in different fields.
Experimental evidence for the EF conformation, involving
the interaction between the CH groups of the edge ring and
the π electron density of the face ring, has been less
conclusive, some indicating sensitivity to changes in the local
charge distribution on the rings and others finding no
particular sensitivity.

Experimental studies, again by Cozzi and Siegel, together
with our theoretical contributions, focused on the PO
conformation in two conformationally restricted polycyclic
systems98 and showed that through-space interactions be-

tween PO oriented arenes is strongly influenced by electro-
static effects. Therefore, because these same interactions are
important in EF and PS structures, polar-π interactions are
seen to be a decisive factor for understanding arene-arene
interactions.

In more recent theoretical investigations, together with the
experimental groups of Siegel and Cozzi, 99 we proposed a
model for systematic investigation of a PO geometry polar-π
interactions between arenes spaced at vdW distances, en-
abling us to provide a direct comparison of experiment and
theory across different functional group modifications. A set
of 1,8-diarylbiphenylene comprising two Hammett series was
investigated (Figure 20). The model provides an excellent
test to compare the sensitivity of DFT models to pick up
appropriate polar-π interactions between the two arenes.
In particular, compare the following functionals: B97D,
BMK, M06-2X, and B3LYP. Results are shown for the
cc-pVDZ basis set, however, triple-�, additional polarization
and diffuse functionality were also investigated, with no
significant change in the following trends. The following
substituents were considered: OMe, H, Cl, and F. Two
possible ground-state conformations are possible correspond-
ing to a slight canting of the aryl groups such that the methyl
of the probe ring is either endo or exo. All derivatives tend
to adopt the endo conformation by ∼2-5 kJ/mol, consistent
with crystallographic forms found for this series.

In the previous work, we found a distinctly better
performance of BMK for predicting geometry in the entire
series across ten geometric parameters used to describe this
interarene interaction. Table 4 reports calculated results
across these 10 geometric parameters for the substituents X
) OMe, H, Cl, and F, using our B97D implementation. In
addition, the barriers to rotation of the probe aryl ring are
determined and compared to experimental values that are
derived from dynamic NMR data. The critical distances a,
b, c, and the interplanar (ip) stacking distance, in particular,
show how the different functionals respond to the polariz-
ability and vdW effects.

A regression analysis of experiment versus theory for X
) H, Cl, and F shows excellent prediction, with regression
coefficients of R ) 0.9988, R ) 0.9999, and R ) 0.998,
respectively. The largest errors occur in the case of X ) H
and X ) F, for the parameters φ and �, which are associated
with the canting of the rings with respect to each other. All
barriers are predicted to be within 1.3 kcal/mol of the
reported experimental values.

Results of a comparison across four density functionals
for two of the substituted diarylbiphenylenes, X ) H and X
) Cl, was also carried out (Table 5a). The B3LYP functional
shows the largest deviation from experimental values in both
cases as expected. The interaction between the aryl rings is
underestimated interaction as reflected in the greater distance
found between the two aryl rings, and the small barrier to
rotation of the probe ring. In the opposite extreme is
M06-2X, which overestimates the interaction resulting in
aryl rings that are too close and in barrier to rotation that is
too large. The BMK functional provides very good agreement
with experiment. The newest addition, B97D, is very close
to the BMK results, the major difference being the amount

Figure 19. revPBE-D/cc-pVDZ energy as a function of
intermolecular distance for the benzene face-to-face dimer
complex, with s6 ) 1.66 and s6 ) 1.0, and no dispersion
correction, compared to the CCSD(T) reference curve, as
explained in the text.
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of canting of one ring with respect to each other, and the
predicted barriers for the former are slightly higher. The
interplanar distances ip⊥ and pr⊥ are predicted to be on
average 3.4 for both BMK and B97D, which is what is found
experimentally, because this parameter is relatively constant
over the series of functional modifications. Figure 21
illustrates this phenomenon in an overlay of all four
functional predictions for the X ) Cl substituted compound.
Here, one can clearly see the difference in association of
the two aryl rings using the different functionals. Table 5b
shows the deviations from experimental results across the
entire set. Across all parameters, the B97D provides a
uniform agreement with experimental results for all substit-
uents, providing a high degree of predictability. The largest
error is, again, associated with the tilt angle of the two rings
with respect to each other.

Corannulene. Corannulene as a shallow bowl structure
undergoes a dynamical bowl inversion process. The bowl
inversion relates two symmetry-equivalent minima through
a common flat structure transition state. Our previous
investigations9 involving systematic study of the differences
in bowl-inversion barriers and bowl depth for a variety of
substituted corannulene derivatives established a predictive
structure-energy correlation, wherein deeper bowl depth
gives rise to higher inversion barrier and vice versa. This
correlation, ∆E ) -a(xeq)4, leads to a quartic relationship

between the inversion energy (∆E) and equilibrium bowl
depth (xeq) and holds for a large subset of corannulene
derivatives.

As is well established, the B3LYP/cc-pVDZ level of theory
happens to provide highly accurate predictions of structural
parameters of corannulene and substituted derivatives as
compared to experiment; however, it significantly underes-
timates the barrier to inversion. Møller-Plesset perturbation
theory of order 2 (MP2) carried out at the optimized B3LYP/
cc-pVDZ geometry enables accurate predictions of the
barrier. This protocol is reliable for many functionalized
corannulene derivatives and appears to be only compromised
when secondary structural interactions in specific derivatives,
such as additional vdW interactions, can occur.

We have investigated the sensitivity of various density
functionals with regard to structure and properties of coran-
nulene, including the simple local density approximation
(LDA) of SVWN, several GGAs, such as BP86, BLYP, PBE,
PBE0, several meta-GGA’s and hybrid methods, such as
X3LYP, PW91, and most importantly, for the structures with
secondary interactions, the series of B97 functionals and the
BMK and M06-2X functionals. We have added dispersion
corrections to many of these functionals (indicated here with
the appended “-D” notation), using optimized scale-factors
(Table 6), and tested them out on the corannulene structure
and dynamics.

Figure 20. a) peri-Substituted biphenylene as a model for PO benzene dimers. (b) Representative OMe-substituted biphenylene.

Table 4. B97D/cc-pVDZ Structure and Rotational Barrier Results for the Set of 1,8-Diarylbiphenylenes with Substitutents
X ) OMe, H, Cl, and F

X ) OMe X ) H X ) Cl X ) F

parameter calcd calcd exptl calcd exptl calcd exptl

a (Å) 3.8168 3.8251 3.80(1) 3.8262 3.773(6) 3.8260 3.797(5)
b (Å) 3.7962 3.8276 3.89(1) 3.8312 3.815(6) 3.8263 3.812(5)
c (Å) 3.6768 3.7442 3.84(1) 3.8532 3.776(6) 3.7146 3.715(5)
R (deg) 89.3 89.7 90.7(4) 89.8 90.3(2) 89.8 90.3(1)
� (deg) 89.7 90.3 92.3(4) 90.3 91.2(3) 90.1 90.3(1)
φ (deg) 60.1 62.8 61.0(9) 62.8 62.1(6) 62.7 65.8(3)
ψ (deg) 56.9 59.4 65.1(9) 59.5 59.2(7) 58.6 65.8(3)
� (deg) 8.1 2.8 3.0(2) 2.9 3.7(1) 2.8 2.4(1)
ip⊥ (Å)a 3.42 3.43 3.595(6) 3.40 3.456(4) 3.42 3.544(2)
pr⊥ (Å)a 3.46 3.39 3.607(7) 3.46 3.481(4) 3.43 3.490(3)
barrierb 11.6 10.9 9.7 10.9 10.1 11.9 10.6

a ip⊥ and pr⊥ ) orthogonal distance from ipso- or para-carbon of reference ring to mean plane of probe ring, respectively. b Experimental
determinations were performed in solvent.
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The high degree of symmetry of corranulene makes it
difficult to obtain a precise experimental value for the barrier

to the bowl-to-bowl inversion process, but it has been
estimated from a series of functionalized structures to be
about 11.5 kcal/mol. The best theoretical estimate to date is
11.1 kcal/mol, at MP2/cc-pVDZ//B3LYP/cc-pVDZ, includ-
ing ZPE. The ability to accurately estimate the barrier is
directly related to the ability to accurately predict the
structural parameters because of the known structure/energy
correlation of bowl depth and inversion barrier. While the
bond lengths and angles are quite well reproduced with
respect to the experimental predictions, the more difficult
geometric feature seems to be the bowl depth and curvature.

As expected, the general functionals can be highly
improved using dispersion corrections. The most noticeable
difference in the results are a slight increase in bowl depth,
resulting in an increase in barrier, as would be predicted from
the established bowl/depth functional relationship. The best
results are obtained with the B97D functional, which reaches
the performance of the MP2 single point calculations for both
reaction barrier and dipole moment predictions. Across all
functionals, the barrier is still lower than the experimental
value, although again, the experimental value is only an
estimate because of the high symmetry of the molecule. The
BMK functional gives surprisingly good performance across
many functionalized corannulenes, as well as this unsubsti-
tuted case, likely, because of the high percentage of HF
exchange with terms dependent on the kinetic energy density,
suitable for describing the aromatic nature. The M06-2X
functional provides quite good agreement with respect to the

Table 5. (a) Structural and Rotational Barrier Results and (b) Structural and Rotational Deviations from Experimental
Results for a Subset of 1,8-Diarylbiphenylenes with Substitutents X ) H and Cl

(a)

X ) H X ) Cl

parameter B3LYP M06-2X BMK B97D B3LYP M06-2X BMK B97D

a (Å) 3.8699 3.7948 3.8357 3.8251 3.8637 3.7949 3.8291 3.8262
b (Å) 4.0547 3.7677 3.8915 3.8276 4.0177 3.7620 3.8483 3.8312
c (Å) 4.5661 3.6614 4.0101 3.7442 4.3911 3.6316 3.7800 3.8532
R (deg) 93.3 88.6 90.9 89.7 92.7 89.3 90.4 89.8
� (deg) 93.8 90.3 91.2 90.3 93.2 89.4 90.3 90.3
φ (deg) 71.1 63.5 65.4 62.8 71.1 63.7 65.5 62.8
ψ (deg) 68.1 61.1 61.6 59.4 67.8 60.2 60.7 59.5
� (deg) 0.2 1.4 2.1 2.8 0.6 2.0 1.6 2.9
ip⊥ (Å) 3.76 3.51 3.38 3.43 3.75 3.47 3.37 3.40
pr⊥ (Å) 4.22 3.63 3.30 3.39 4.08 3.40 3.27 3.46
barrier 8.8 12.9 9.8 10.9 8.7 13.4 10.0 10.9

(b)

3b (X ) H) 3d (X ) Cl)

parameter B3LYP M06-2X BMK B97D B3LYP M06-2X BMK B97D

a (Å) 0.0689 -0.0062 0.0347 0.0241 0.0901 0.0213 0.0555 0.0526
b (Å) 0.1637 -0.1233 0.0005 -0.0634 0.2021 -0.0536 0.0327 0.0156
c (Å) 0.7251 -0.1796 0.1691 -0.0968 0.6145 -0.1450 0.0034 -0.0766
R (deg) 2.6 -2.1 0.16 -1.0 2.4 -1.0 0.10 -0.50
� (deg) 1.5 -2.0 -1.14 -2.0 2.0 -1.9 -0.94 -0.91
φ (deg) 10.0 2.4 4.3 1.7 9.0 1.6 3.3 0.68
ψ (deg) 2.9 -4.1 -3.6 -5.8 8.9 0.9 1.5 0.24
� (deg) -2.8 -1.6 -0.92 -0.22 -3.1 -1.8 -2.1 -0.77
ip⊥ (Å) 0.16 -0.08 -0.21 -0.16 0.29 0.01 -0.09 -0.05
pr⊥ (Å) 0.61 0.02 -0.31 -0.22 0.60 -0.08 -0.21 -0.01
barrier -0.90 3.2 0.10 1.2 -1.3 3.3 -0.10 0.80

Figure 21. peri-Substituted biphenylene (X ) Cl) for func-
tionals B97D (brown), BMK (blue), M06-2X (green), and
B3LYP (red).
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experiment, although noticeably higher in many of the
properties with respect to the other B97D functionals and
BMK.

sym-1,3,5,7,9-Pentamanisylcorannulene. Motivated by
the deeper bowl depth and higher barrier to inversion, sym-
1,3,5,7,9-pentamanisylcorannulene has been thoroughly in-
vestigated both experimentally as well as computationally.
We have previously shown that, without proper treatment
of dispersion, one can not adequately predict important
structural features or dynamic properties, for example, bowl
depth, barrier, and kinetic isotope effects.1 Further investiga-
tions revealed that vdW attractive forces among the periph-
eral endo-methyl groups in this case could contribute to a
stabilization of the bowl (ground state) relative to the flat
form (transition state), thereby increasing the barrier height.
The structure represented a computational challenge not only
for DFT methods but also for conventional methods because
of its large size.

Geometry optimizations carried out using several func-
tionals are reported in Table 7. While B3LYP/cc-pVDZ quite
accurately predicts basic structural parameters, as well as
bowl depth and curvature, for essentially all previously
investigated corannulene derivatives, the functional comes
short for sym-pentamanisylcorannulene. Of the bond lengths,
the edge bonds (leyward flank and rim bonds) have the
largest error compared to experiment, both overestimated by
1 ppm. M06-2X does much better but is still is off by nearly
1 ppm for the C-C hub bond.

The prediction of bowl depth and associated methyl/methyl
distances and torsions are more challenging. B3LYP/cc-
pVDZ would predict a bowl depth of 0.85 Å, compared to
theexperimentalvalueof0.91Å.Givenastructure-correlation
formula of E ) ax4 - bx2, this difference in bowl depth
would translate into a large underestimation of the barrier
to inversion, as is verified in the computation at 8.84 kcal/
mol. Correction with the MP2 single point then overshoots

Table 6. Barrier to Interconversion, Bowl Depth, and Dipole Predictions for Corannulene Using Various Density Functionals,
and the cc-pVDZ Basis Set

functional ∆Ea (kcal/mol) TS frequency (cm-1) bowl depth (Å) dipole (debye) -(HOMO)c (eV)

B3LYP 9.33 (9.21) -109.1 0.87 1.88 6.0 (8.2)
MP2//B3LYP 11.12 (10.99) 2.29

BLYP 8.74 (8.63) -105.2 0.88 1.76 5.2 (6.7)
BP86 9.10 (9.09) -107.9 0.89 2.00 5.6 (7.0)
PBE 9.41 (9.44) -109.6 0.89 1.97 5.5 (7.0)

SVWN 9.98 (9.71) -108.3 0.90 2.10 5.7 (7.2)
PBE0 9.50 (9.68) -112.9 0.88 2.09 6.4 (8.8)
PW91 9.33 (9.31) -108.9 0.89 1.94 5.5 (7.0)
X3LYP 9.09 (9.13) -109.5 0.87 1.89 6.2 (8.4)
B97 9.19 (9.29) -109.7 0.88 2.00 6.1 (8.2)
B97-1 9.25 (9.33) -109.7 0.88 2.02 6.1 (8.3)
B97-2 9.56 (9.76) -112.9 0.88 2.06 6.2 (8.4)

B3LYP-D (9.96) 0.90 1.94 6.0 (8.2)
BLYP-D (9.67) 0.91 1.82 5.2 (6.7)
BP86-D (10.05) 0.92 2.07 5.6 (7.1)
PBE-D (10.19) 0.91 2.00 5.5 (7.9)
revPBE-D opt (9.55) 0.92 1.67 4.3 (5.8)
B97D (10.39) 0.92 2.03 5.4 (6.9)
B97D opt (10.10) 0.91 2.00 5.4 (6.8)

BMK 8.66 (8.84) -104.0 0.88 2.14 6.9
M06-2X 9.98 (10.01) -118.2 0.89 2.19 7.5

MP2/cc-pVDZ 9.11 -115.4 0.91 2.45 8.0

experiment est. 11.5 0.87 2.071(18) b 8.37c

a Values in parenthesis are without ZPE. Hessians not yet available for dispersion functionals. b Ref 100 c While it has been shown that
there is a correlation between HOMO eigenvalue and ionization potential, the absolute estimate is not a reliable measure of I.P. Values in
parenthesis have been scaled according to the 3*HOMO - LUMO. Experimental IP is 8.37 eV and MP2/cc-pVDZ Koopmans Theorem)7.99
eV, ∆S CF)8.77 eV.101

Optimization of DFT-D J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2043



the barrier by a significant amount at 14.09 kcal/mol, but
this can be expected because the depth of the bowl is not
correct, and only the dispersion effects at the B3LYP/cc-
pVDZ predicted geometry are included. M06-2X predicts
the bowl depth to be slightly deeper (0.03 Å) than experi-
mental predictions, and thus the barrier to inversion is also
about 1 kcal/mol too high. In all of the semiempircally
corrected functionals, B97D, B97D with optimized s6, and
revPBE with optimized s6, the geometry of the base
corannulene nucleus is not as good as with our standard,
B3LYP, predicting bonds that are longer than experiment
in most cases, although B97D is quite good. The revPBE
with optimized s6 parameters is quite far off in the bond
lengths of the basic corannulene nucleus, and overestimates
the bowl depth. In terms of bowl depth and barrier prediction,
the B97D with optimized s6 parameter is slightly better than
MP2/cc-pVDZ, at a significant reduction in computational
cost.

Higher-Order Constructs of Corannulene. The ability
to model intercorannulene interactions, as associated with

packing in the crystal or complexes of substituted stacked
corannulenes, is very much associated with proper modeling
of vdW interactions, (Figure 22). For example, interesting
packing characteristics have been observed in the experi-
mental crystal structures depending on functionalization,
resulting in important materials properties.4,102-106 Even
though corannulene itself is not a 4n + 2 Hückel system,
the electronic structure would suggest a configuration that
allows for a 6-electron cyclopentadienyl anion in the center,
and a 14-electron cation as the outermost ring, each of which
does satisfy a 4n + 2 cycle (n ) 2 and n ) 3, respectively).
In addition, experimentally, corannulene behaves like other
aromatic compounds, for example undergoing electrophilic
substitution reactions. As such, one might expect stability
for dimers, trimers, and higher-order stacks, dominated by
vdW interactions. We are therefore in the process of
considering larger corannulene dimers and stacks with the
new dispersion models. As an example, the dimer computa-
tion on the PS conformation of corannulene, with B3LYP/
cc-pVDZ and B97D/cc-pVDZ, predict interstack distances

Table 7. Computed Geometry of sym-1,3,5,7,9-Pentamanisylcorannulene Compared to Experimental Geometry for a Variety
of Density Functionals

parameter B3LYP M06-2X B97D B97D opt revPBE opt MP2 exptl

C-C hub (Å) 1.418 1.420 1.4264 1.4252 1.4539 1.4245 1.413(4)
C-C spoke (Å) 1.385 1.381 1.3989 1.3975 1.4233 1.4051 1.382(4)
C-C flank (Å) 1.461 1.455 1.4580 1.4601 1.4908 1.4527 1.452(4) leyward

1.450 1.446 1.4476 1.4496 1.4802 1.4442 1.446(4) wayward
C-C rim (Å) 1.399 1.388 1.4016 1.4033 1.4279 1.4099 1.381(8)
angle R (sym) (deg) 108.0 108.0 108.0 108.0 108.0 108.0 108.0(4)
angle � (sym) (deg) 123.4 122.8 122.5 122.0 122.0 122.4 124.3(4)
angle γ (sym) (deg) 114.8 115.4 115.9 115.6 115.7 115.8 111.9(4)
angle δ (sym) (deg) 120.3 120.6 120.3 120.4 120.3 120.7 122.2(4)
bowl depth (Å) 0.85 0.94 1.02 0.98 1.01 1.01 0.91
Meendo(1)-Meendo(2) (Å) 4.62 4.35 4.24 4.37 4.4 4.2 4.4
Meendo(1)-Meendo(3) (Å) 7.47 7.04 6.86 7.08 7.14 6.76 7.1
Ar-Cor torsion (deg) 79.6 72.2 82.4 83.7 83.4 79
inversion barrier (kcal/mol) 8.84(14.09) a 12.65 16.6 14.2 14.2 12.2-12.5

a MP2/cc-pVDZ//B3LYP/cc-pVDZ.

Figure 22. Example of stacking motifs and packing of corannulene and functionalized corannulene.
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of 4.63 and 3.55 Å, respectively. Because of the much larger
surface area of corannulene over benzene, we see a much
larger effect of dispersion, further illustrating the inadequacy
of B3LYP. In addition, only for the B97D is the stack
predicted to be bound, by 6.23 kcal/mol, significantly more
than found for the benzene dimer. Further investigations of
stacks and functionalized stacks are now ongoing.

Alternatively, it is of interest to investigate binding
characteristics of metal-organic complexes composed of
(substituted) corannulenes with a planar metal surface. 107,108

Such studies enable investigation of molecular self-organiza-
tion processes of adsorbate molecules on the surface that
can be responsible for formation of supramolecular ag-
gregates. Two-dimensional assembly into supramolecular
structures is of great interest for study of fundamental
processes,suchasmolecular109,110andchiralrecognition.111-116

Moreover, functionalization of surfaces by adsorption of large
organic molecules appears to be an important route toward
new materials or templates for heterogeneous catalysis117

and molecular electronics. 118

Attempts to incorporate solutions to failures involving
nonlocal, long-range electron correlation directly into a
density functional can result in rather complicated formula-
tions, leading to expressions at least as complex as some
wave function methods. Examples include the vdW-DFT
method that has just recently been implemented in the
SIESTA software54,55 and the first principles approach
suggested by Kohn,119 which breaks the Coulomb interaction
into a short and long-range (adiabatic connection formula)
component of which only the long-range contributes to the
vdW energies. Ongoing work with the SIESTA group
involves further testing the vdW-DFT method in the SIESTA
software and considerations of practicality for the ongoing
corannulene on surface computations.

Motivated by the work involving the semiempircally
corrected DFT fucntionals, we have in the meantime
proceeded to implement a protocol for investigations involv-

ing complex Cu(111) + corannulene surface interactions,
using GAMESS, together with the surface modeling soft-
ware, SIESTA, the latter of which also now has the
semiempirical dispersion correction implemented. We have
tested this method out on various conformational possibilities
of corannulene on a 3 layer Cu(111) surface, as depicted in
Figure 23.

While results suggest that functionals, such as B3LYP,
revPBE, or BLYP, all predict the corannulene + Cu(111)
to be repulsive or only weakly bound, depending on the
particular conformation of corannulene on the surface, the
semiempirical correction enables more realistic modeling of
the complexation process (Table 8). Using a double-� quality
basis set supplemented with extra diffuse functions for the
copper surface, we are able to perform computation of
corannulene in several different conformational possibilities
on a 3-layer slab of Cu(111) plus corannulene. These
preliminary results show promise for realistic modeling on
a metallic surface, as compared to known STM results on
the same system, enabling a more detailed research inves-
tigation including an increase to a 6-layer slab, which will
be the subject of a future publication.

Conclusions

At the onset of this work, our major concerns were to
implement more optimal DFT functionals for the purpose

Figure 23. (Left) Possible binding motifs of corannulene on Cu(111): (a) η5-hollow site, (b) η5-bridge site, (c) η6-hollow site, (d)
η6-bridge site. (Right, top) One conformation of corannulene on Cu(111) surface. (Right, bottom) hcp hollow site, bridge site,
and fcc-hollow site.

Table 8. Computed Geometry of Corannulene
Conformations on Cu(111) Surface, Comparing the revPBE
Functional with and without Empirical Dispersion Correction

parametera revPBE revPBE-D

η6-bridge fcc site 2.46 Å 2.23 Å
η6-hollow fcc site 2.37 Å 2.16 Å
η6-hollow hcp site 2.38 Å 2.18 Å
η5-bridge site detaches
η5-hollow hcp site 2.5 Å 2.36 Å

a Average C-C bond length for ring.
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of accurate predictions of large molecular polynuclear
carbon-based complexes and corannulene on copper surfaces,
all of which have dominant dispersion interactions. We have
implemented several additional functionals into GAMESS,
together with a semiempirical dispersion correction that can
be applied with these and other functionals within GAMESS.
We have also implemented and tested the B2PLYP double-
hybrid functional. For functionals with a semiempircal
correction, we have carried out a double parameter optimiza-
tion to understand the variation in the sR and s6 coefficients
with respect to basis set, functional type, and BSSE, and
have proposed optimal values, a summary of which is shown
in Table 9. We find overall good performance in particular
of the B97D functional. In addition, we find a convenient
convergence of optimal s6 parameter of 1.4 when BSSE is
considered for the S22 set of molecules using any of the
series cc-pVnZ, n ) 2-4, as well as TZV2P, a suggested
value to use when CP corrections are applied with B97D,
even though it is a relatively large value compared to non-
CP-corrected values. The global performance of B97D+CP
in terms of MAD of the S22 set shows a slight loss of
accuracy within the same basis sets, which is attributed to
the error associated with the CP corrections, providing a
reasonable estimate of the error associated with CP within
the S22 set of molecules. Future studies will look at this
phenomenon more globally.

Comparative results across functionals were given for
several applications with high degree of dispersive interac-
tions, illustrating the strengths and weaknesses in these
functionals. Consistently reliable results are found for several
of the functional strategies, including the exchange-correla-
tion functional provided by BMK, the M06-2X functional,
and the semiempirically corrected B97D functional. The
double hybrid functional, B2PLYP functional is also seen
to provide very good performance, but with an associated
higher cost for the MP2 evaluation.

A second purpose of this work was to create a reliable
protocol for investigations of polynuclear aromatic carbon
species, such as corannulene, on metallic surface. Our investiga-
tions here were initially limited to the PBE and revised-PBE
functionals in the SIESTA software, a linear-scaling density
functional package designed for studies involving materials.
Including the semiempirical dispersion correction was seen to
greatly enhance predictability of the functionals, as demonstrated
in the GAMESS/SIESTA hybrid method for corannulene on
Cu(111) surface results, particularly considering other strategies
are too costly. Our initial investigations are quite promising,
and with the results obtained in our investigations shown here,
we are now actively pursuing these new capabilities with a
larger Cu(111) surface.
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Abstract: A local hybrid divide-and-conquer method (LHDC) which combines the high accuracy
of sophisticated wave function theory (WFT) methods and the low cost of density functional
theory (DFT) has been proposed for computational studies of medium and large molecules. In
the method, a large system is divided into small subsystems for which the coefficients of the
exchange functional in a hybrid functional are first optimized according to the energy calculated
by an accurate WFT method. The hybrid coefficients are then used to evaluate the energy of
the whole system. The method not only can reproduce the total energies of the chosen WFT
method in good accuracy but also provides electronic structure information for the entire system.

1. Introduction

With rapid developing theoretical techniques, it is becoming
straightforward to perform electronic structure calculations
for many complicated systems. Wave function theory (WFT)
methods, such as Hartree-Fock (HF) and post-HF methods,
in principle are capable of systematic convergence to the
exact solution of the Schrödinger equation for a given system.
For the small molecules, high level WFT methods in
conjunction with a large basis set have proved to be capable
of achieving chemical accuracy.1 However, for medium and
large systems consisting of several hundreds or thousands
of atoms conventional WFT methods are still too expensive.
To reduce computational costs, new strategies such as linear
scaling methods,2-6 have attracted much attention. By
utilizing the locality of the physical properties5,6 or the
nearsightedness of electrons,7 the computational costs of
these methods promise to scale almost linearly with the size
of the system instead of the conventional O(N3) or higher.
Among these linear scaling methods, the divide-and-conquer

(DC) method originally proposed for density functional
methods8 has become popular in the chemistry community.2

Recently, a simple and easy to implement DC method, an
energy-based DC method (EDC)9-14 has been proposed. The
basic idea of the method is to divide a large system (entire
system, ES) into small subsystems. The energy of the ES is
then expanded into a sum of many-body terms where the
two-, three-, and higher-body correction terms are coupling
terms between the subsystems. Since a subsystem within the
large system is different from the isolated one, it is important
to include the effect of the surrounding environment (i.e.,
the coupling between the subsystems) when considering the
subsystems. The higher accuracy desired, the higher-body
correction terms are needed. However, including more
higher-body correction terms will greatly increase compu-
tational cost, especially for highly accurate WFT methods
such as the CCSD(T) method, and the linear-scaling of the
method no longer holds. One drawback of the EDC method
is that it does not provide information on the electronic
structure of the ES since it operates only on the energy of
the subsystems.

Density functional theory (DFT) methods can be applied
to medium and large systems with moderate computational
costs.14 Many useful functionals have been developed in the
past two decades.16,17 Hybrid DFT methods, which are

* Corresponding author fax: +86 21 65642978 (K.F.), (706)542-
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developed based on the adiabatic connection formula18-22

and incorporate a fraction of exact exchange, are the most
successful DFT methods to date. However, the challenge to
DFT methods is that the exact exchange-correlation func-
tional is unknown and has to be approximated. Unlike WFT
methods, there is currently no systematic way to guarantee
that DFT methods can converge to right answer. DFT
methods still have some major drawbacks compared to
conventional WFT methods, such as in the treatment of left-
right correlation, van der Waals interactions, and π-π
stacking.16

Since both approaches, the WFT and DFT methods, have
their merits and drawbacks, it is desirable to combine the
merits of the two approaches. Ab initio DFT23-25 and
Görling-Levy perturbation theory26-28 are the two such
approaches. In the present research, we propose a novel DC
approach which combines the accuracy of high-level cor-
relation methods with the low cost of DFT methods based
on the adiabatic connection formula. In this approach, an
ES is first divided into several subsystems. Then the fraction
(η) of the local DFT exchange (Ex

LSD) in a hybrid DFT
functional is optimized with respect to the energy of each
subsystem (local region) evaluated by a highly accurate WFT
method. These η values (the local hybrid (LH) coefficients)
are then further refined, by incorporating couplings between
the subsystems, and then used to compute the energy of the
ES. The new approach not only can reproduce energy profiles
of the highly accurate WFT method to high accuracy but
also can provide electronic structure information such as
charge distributions, where such analyses with highly ac-
curate WFT methods are prohibitive.

2. Methodology

The design of hybrid DFT functionals is based on consid-
eration of the adiabatic connection formula,18-22 which
connects the Kohn-Sham noninteracting reference system
to the full-interacting physical system

Exc )∫0

1
Uxc

λ dλ (1)

where Exc is the exchange correlation energy, λ is an
interelectronic coupling-strength parameter, and Uxc

λ is the
exchange-correlation potential energy at an intermediate
coupling strength λ. In Becke’s half-and-half theory,22 Exc

is approximated as the average of the Exc of the noninter-
acting system (Exc

λ)0 ) Ex
Exact) and that of the full interacting

system (Exc
λ)1 ≈ Exc

LSD), i.e.

Exc =
1
2

(Ex
Exact +Exc

LSD) (2)

The B3LYP hybrid functional,29 perhaps the most popular
DFT functional, as implemented in Gaussian 03,30 has the
following form:16

Exc = a0Ex
Exact + ηEx

LSD + ax∆Ex
B88 + (1- ac)Ec

VWN-RPA +

ac∆Ec
LYP (3)

In eq 3, a0 is the coefficient of the exact exchange energy
EX

Exact; η is the coefficient of the exchange energy under the
local spin density (LSD) approximation EX

LDA; η is usually

taken as (1-a0); ax is the coefficient of the gradient correction
part (EX

B88) of the B88 exchange functional; (1-ac) and ac

are the coefficients of VWN31 LSD correlation energy
EC

VWN-RPA and the gradient correction part of LYP correlation
functional ∆EC

LYP,32 respectively. The parameters a0, ax, and
ac are those used in the B3PW91 functional,33 in which they
are determined empirically by fitting to a set of accurate
thermodynamics data. Similar to the B3LYP functional, in
most hybrid functionals only a fraction of Ex

Exact is included
(i.e., mixed with Ex

LSD) in Exc. Usually, the mixing coefficient
a0 is fitted empirically to a set of accurate thermodynamics
data and is then fixed for applications to all systems. Thus,
the coefficient a0 is universal in this limited sense. However,
because Ex

LSD and other exchange correlation functionals used
in the hybrid functionals are all approximate functionals, if
we know the exact solution of the Schrödinger equation and
thus the exact Exc, one would immediately see that the mixing
coefficient and also other parameters such as ax and ac in
the B3LYP functional must be system dependent and are
probably different in the various regions of a system, i.e.
dependent on r.34 Thus, the mixing coefficient is not truly
universal. Ideally, the mixing coefficient should be deter-
mined according to the property of each system.35

In principle, if the exact Exc of a system is known, a
coefficient in the hybrid functionals can be solved by fixing
other coefficients. Since Exc is unknown except for a few
model systems, one can use Exc obtained from highly accurate
WFT methods, which can be improved by incorporating
more correlation and enlarging basis set. Therefore, in the
present work, an ES is divided into several subsystems for
which a highly accurate WFT method, for example
CCSD(T),36,37 is applicable. The energy of each isolated
subsystem (called monomer hereafter) is then computed. We
fix all but one coefficient (typically a0), by solving, if the
B3LYP functional is selected, the following equation

Exc
WFT ) a0Ex

Exact + ηEx
LSD + ax∆Ex

B88 + (1- ac)Ec
VWN-RPA +

ac∆Ec
LYP (4)

In (4) Exc
WFT is the exchange-correlation energy calculated by

the accurate WFT method, and an a0 value for a monomer
is then obtained. It should be noted that since electron density
depends on a0 and Exc

Exact and other energy terms thus depend
implicitly on a0, a0 has to be solved iteratively.

In the current study we choose B3LYP as the example
functional in our local hybrid DC method (LHDC), since
B3LYP is widely used and it is well-known that B3LYP
(and most other DFT functionals) fails for long-range
interactions such as π-π stacking, which is very important
in biomolecules. For the accurate WFT method, the CCSD(T)
method is employed. In the B3LYP functional, we choose
η to be varied since the exchange energy is much more
important than the correlation energy.38,39 Conventionally
η is fixed to be 1 - a0 to fulfill the uniform electron gas
(UEG) limit, but in molecular systems it was found in
practice that violation of such constraint still gives promising
results, for example in the O3LYP functional.40 On the other
hand, usually 20%-25% (a0) of the exact exchange is
included in hybrid functionals.33,41 Therefore, we will fix
a0 to be 0.20, ax to be 0.72, ac to be 0.81, and vary η using
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0.80 as an initial guess. Our preliminary tests show that
varying η instead of varying a0 with the constraint of η ) 1
- a0 actually gives slightly better results. Further, better
numerical stability is found when iteratively solving for the
mixing coefficient (i.e., η or a0) using eq 4.

In the EDC method,9-14 the total energy of an ES is
expanded as

EES ≡∑
i

M

Ei )∑
i

M

(Ei
(0) +∆Ei

(2) +∆Ei
(3) + ...)

∆Ei
(2) ) 1

2∑j*i

M

[Eij
(0) - (Ei

(0) +Ej
(0))]

∆Ei
(3) ) 1

3 ∑
k*j*i

M

[Eijk
(0) - (Eij

(0) +Eik
(0) +Ejk

(0))-

(Ei
(0) +Ej

(0) +Ek
(0))] (5)

where Ei is the energy of a subsystem in the ES environment,
Ei

(0) is the energy of a monomer, ∆Ei
(2) and ∆Ei

(3) are second-
order and third-order corrections to Ei

(0) (due to the couplings
between two monomers and three monomers, respectively),
and M is the number of subsystems. By analogy to eq 5, the
η value of a subsystem (local η) embedded in the ES
environment may be expressed as

ηi ) ηi
(0) +∆ηi

(2) +∆ηi
(3) + ... (6)

where ηi
(0) is the η value of a monomer determined iteratively

as described above. As energy is an extensive thermodynamic
variable while the hybrid coefficient η is an intensive one,
the expressions for ∆ηi

(2) and ∆ηi
(3) are slightly different from

those for ∆Ei
(2) and ∆Ei

(3)

∆ηi
(2) )∑

j*i

M

(ηij
(0) - ηi

(0)) (7)

∆ηi
(3) ) ∑

k*j*i

M

[ηijk
(0) - (ηij

(0) + ηik
(0))+ ηi

(0)] (8)

where ηij
(0) is the η value of two subsystems determined in

the same way as for a monomer. For example, in eq 4 all
the energy terms used are calculated for two subsystems in
a whole as a bigger isolated subsystem (named dimer
hereafter). The use of the above expressions for ∆ηi

(2) and
∆ηi

(3) is to guarantee that if no truncation is applied to eq 6,
the ηi given by eq 6 is exactly the η of the ES to fulfill the
condition that η is an intensive variable.

Once all the local η values are determined, a DFT
calculation is performed for the ES to solve the Kohn-Sham
equation with these new η values. Since the matrix elements
of the exchange-correlation potential vxc are evaluated in
finite basis sets, when calculating element <φu|vxc|φV> where
φu and φV are atomic orbitals belonging to different sub-
systems i and j, an average value of η, i.e. (ηi + ηj)/2 is
used. Finally, the total energy and the Kohn-Sham wave
function of the system are obtained.

Eq 6 is exact in reproducing the energy calculated by the
accurate WFT method if all correction terms up to Mth order
are included. In practical usage, eq 6 has to be truncated.
To further reduce computational costs, contributions from

some dimers, trimers (three subsystems calculated in a
whole),..., and m-mers consisting of far apart subsystems may
be neglected. In the present work, the sum in eq 6 only
includes contributions from those dimers, trimers,..., and
m-mers in which subsystems are connected through chemical
bonds (neighboring subsystems). Three different truncation
schemes have been investigated, where η is corrected to
zeroth order, second order, and third order by eq 6,
respectively. It should be noted that for the conventional EDC
method, there is no zeroth order method for systems that
must be divided by cutting through a chemical bond, since
the contributions from cap atoms cannot be canceled out in
eq 5.

The model systems selected to test our LHDC methods
are three straight-chain alkanes, two fully conjugated straight-
chain alkenes, and the benzene dimer. The nomenclature of
the new method is LHDCn(DFT:WFT) in which n () 0, 2,
3...) represents the truncation order in eq 6, DFT represents
the hybrid functional used, and WFT represents the WFT
method used. In the current research, DFT is B3LYP and
WFT is CCSD(T). To divide ES into subsystems, one may
cut through chemical bonds. In such a case, the broken bond
is capped by a hydrogen atom along the direction of the
original bond with a fixed C-H bond length of 1.100 Å.
All the WFT calculations and the DFT calculations except
the final one for ES are performed with the Gaussian 03
software package.30 The iterative solution for the mixing
coefficient is done utilizing the IOP option of Gaussian 03
to change the coefficients of a hybrid functional. The final
DFT calculation with local η values is performed with our
own program using integrals calculated from the Gaussian
03 program.

3. Results and Discussion

3.1. Straight-Chain Alkanes. Three straight-chain al-
kanes with increasing sizes, C12H26, C18H38, and C24H50, have
been tested as prototypes of saturated systems. For the
purpose of testing the accuracy of our method on total
energies, the geometries of these molecules are not optimal.

Figure 1. Error (relative energy to the full CCSD(T) energy,
in mhartree) of the LHDC2(B3LYP:CCSD(T)) method for the
longer straight-chain alkanes under three partition schemes
(see text for details).
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In all the alkanes the C-C bonds are fixed at 1.523 Å; C-H
bonds are fixed at 1.115 Å; CCH, CCC, and HCH bond
angles are fixed at 110.0, 124.9, and 109.3 degrees, respec-
tively; and CCCC dihedral angles are fixed at 180.0 degrees.
The 6-31G(d) basis set is used for all the calculations.

In the DC methods, the accuracy of the methods is greatly
affected by the choice of the partition scheme. Usually, the
larger the subsystems, the higher the accuracy and the
computational cost are. It is thus essential to find a bal-
ance between accuracy and cost. In the present study we
have tested three partition schemes. In the first scheme, the
molecules are divided into 6, 9, and 12 C2H6 molecules
(capped by hydrogen atoms), respectively. In the second
scheme, the molecules are divided into 3 C4H10, 4 C4H10 +
1 terminal C2H6, and 6 C4H10 molecules, respectively. In the
third scheme, the molecules are divided into 2, 3, and 4 C6H14

molecules, respectively. The three partition schemes here are
designated C2H6, C4H10, and C6H14 partition schemes.

In Figure 1 the error (the energy difference between the
LHDC and the full CCSD(T) methods) of the second-order
LHDC method is plotted as a function of the size of the
subsystems. It can be seen that the LHDC2(B3LYP:
CCSD(T)) method with the C2H6 partition scheme can
already reproduce the full CCSD(T) energy within 3 mhartree
(1.9 kcal mol-1). As the size of the subsystem enlarged from
C2H6 to C4H10, the error is greatly decreased, down to below
0.1 mhartree, which is just 0.06 kcal mol-1. For the C4H10

partition scheme, the most timing consuming step is the
calculation of dimers (i.e., C8H14) at the CCSD(T) level,
which is still affordable on a common personal computer
(PC) with a moderate basis set. For the C6H14 partition
scheme, although the error is very small (0.013 mhartree),
it requires the calculation of a large C12H26 molecule, which
is perhaps a little expensive for PC computation and is not
recommended. It is worth noting that the error of the LHDC
method increases with the size of the alkane and is always
negative, indicating the energy calculated by the LHDC
method is systematically lower than that of the WFT method.

3.2. Straight-Chain Alkenes. To test our method on
conjugated systems, two fully conjugated straight-chain
alkenes, C16H18 and C8H10 ((3E,5E)-octa-1,3,5,7-tetraene),
have been tested. In both alkenes, C-C single and double
bonds are arbitrarily fixed at 1.500 Å; C-H bonds are fixed
at 1.100 Å; and CCC and CCH bond angles are both fixed
at 120 degrees. For C16H18, we have also tested the effect of

basis set. Four basis sets have been tested: 6-31G, 6-31G(d),
cc-pVDZ, and cc-pVTZ*. In the latter the cc-pVTZ basis
set is used for carbon, while the smaller cc-pVDZ basis set
is used for hydrogen to reduce computational times. The
results for C16H18 are presented in Table 1, where C16H18 is
divided into 4 C4H6.

From Table 1, it may be seen that energies given by the
LHDC0 method can already reproduce the full CCSD(T)
energy to an accuracy of about 14 kcal mol-1 (23 mhartree).
For the LHDC2 and LHDC3 methods, the energies calculated
are systematically lower than the full CCSD(T) energies, by
-2.78 to -2.30 mhartree for the LHDC2 method and by
-0.62 to -0.49 mhartree for the LHDC3 method. However,
for the LHDC0 method including no higher-order corrections,
the error is not systematic. For the LHDC2 and LHDC3
methods, the basis-set dependence of the error is rather weak,
and a moderate decrease is observed when the basis set varies
from simple to complex. Compared with saturated hydro-
carbons, the error in the total energy for the fully conjugated
hydrocarbons is at least an order of magnitude larger when
alkene and alkane are both divided into subsystems contain-
ing four carbon atoms. Therefore, to achieve a similar
accuracy in total energy as that for saturated hydrocarbons,
either higher-order corrections should be included or larger
subsystems should be used for conjugated systems. This is
not unexpected since electrons in conjugated systems are
more delocalized.

For C8H10, we have investigated the potential energy
profiles with respect to rotation around and stretching along
the central C4C5 bonds, while keeping all other geometrical
parameters fixed. The resulting energy profiles are presented
in Figure 2. Since one of the major deficiencies of the B3LYP
method is the calculation of long-range interactions, which
play an important role in the C8H10 rotation barrier, including
second-order corrections is necessary to give good results.
Therefore, the results of the LHDC0 method are not
presented here. Figure 2 indicates that LHDC methods greatly
improve the results of the original B3LYP method. The
results indicate that although the error in the total energy
computed by the LHDC2 method is large (see also Table
1), the error in the calculated relative energies is much
smaller (less than 1 kcal mol-1) even when C8H10 is divided
into subsystems as small as C2H4. On the other hand, the
error for the original B3LYP method is as large as 3.4 kcal
mol-1. When enlarged subsystems are used, the energy

Table 1. Total Energies for the C16H18 Molecule by the LHDCn(B3LYP:CCSD(T)) (n ) 0, 2, 3) and CCSD(T) Methods

ηb ∆E (mh)d

basis set CCSD(T) E (a.u.) subsystema LHDC0c LHDC2 LHDC3 LHDC0 LHDC2 LHDC3

6-31G -617.53317 terminal C4H6 0.76689 0.76697 0.76698 6.82 -2.78 -0.54
middle C4H6 0.76705 0.76699

6-31G(d) -618.35579 terminal C4H6 0.77542 0.77564 0.77569 23.00 -2.72 -0.57
middle C4H6 0.77585 0.77574

cc-pVDZ -618.53343 terminal C4H6 0.77770 0.77753 0.77745 -23.20 -2.70 -0.62
middle C4H6 0.77736 0.77738

cc-pVTZe -619.02579 terminal C4H6 0.78188 0.78187 0.78196 -3.32 -2.30 -0.49
middle C4H6 0.78187 0.78183

a The C16H18 molecule is divided into 4 C4H6 subsystems. b η is the coefficient of the exchange energy under the local spin density (LSD)
approximation EX

LDA and is optimized in the LHDC method. c The terminal and middle C4H6 have the same η value for the LHCD0 method
since they have the same geometry. d The error ∆E (in mhartree) is the energy relative to the full CCSD(T) energy. e The cc-pVTZ basis set
is for carbon, and the cc-pVDZ basis set is used for hydrogen.
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profiles calculated by the LHDC2 method nearly overlap with
those calculated by the full CCSD(T) method. Therefore,
the error in the total energies calculated by the LHDC
methods except LHDC0 is most likely systematic. Since
relative energies are more meaningful than total energies, it
seems that even for fully conjugated systems, the LHDC2
method with a rather fine partition scheme is acceptable.

3.3. Benzene Dimer. The benzene dimer is a notorious
system for most DFT functionals.42 For example, it is
unbound at the B3LYP level.43 In the present LHDC
calculations, benzene is divided into three C2H2 subsystems,
and the third-order LHDC method is used since benzene

contains three C2H2 units and its π electrons are highly
delocalized. It should be noted that all trimers have been
included for this special case of benzene dimer. The energy
profiles of the parallel configuration of the benzene dimer
are studied, where the CC and CH bonds are fixed at 1.391
Å and 1.080 Å,44 respectively, and the R1 and R2 geometrical
parameters as indicated in Figures 3 (varying R1 with R2 fixed
at 1.6 Å) and 4 (varying R2 with R1 fixed at 3.4 Å) are varied.
The purpose of this test is to see if our LHDC method can
successfully overcome the deficiency of the B3LYP method
and how accurate it is in reproducing the energy profiles
predicted by the sophisticated WFT method. Therefore, the
energy profiles presented in Figures 3 and 4 are calculated
with a moderate aug-cc-pVDZ basis set and are not corrected
by basis set superposition error (BSSE). The zero of energy
in Figures 3 and 4 is the two isolated benzene monomers
with the geometry found for the dimer.

Figure 2. Potential energy profiles of (3E,5E)-octa-1,3,5,7-
tetraene: a) rotating around the central C4C5 bond, where
the zero of the energy is that of the structure with a
C3C4C5C6 dihedral angle of 180 degrees and b) stretching
along the central C4C5 bond, where the zero of the energy
is that of the structure with a C4C5 bond length of 1.5 Å. Two
partition schemes have been investigated: dividing into 4 C2H4

and 2 terminal-C2H4 + 1 C4H6.

Figure 3. Potential energy profiles for the parallel displaced
configuration of the benzene dimer, with horizontal separation
R2 fixed at 1.6 Å. The zero of the energy is that for two isolated
benzenes, each with the geometry in the dimer.

Figure 4. Potential energy profiles for the parallel displaced
configuration of the benzene dimer, with vertical separation
R1 fixed at 3.4 Å. The zero of energy is that for two isolated
benzenes, each with the geometry in the dimer.
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Two LHDC methods have been tested, LHDC3(B3LYP:
MP2) and LHDC3 (B3LYP:CCSD(T)) methods, to reproduce
the energy profiles calculated by the full MP2 and CCSD(T)
methods, respectively. The results indicate that both methods
can accurately reproduce the energy profiles calculated by
the WFT methods. Except for the first point in Figure 3, the
differences between the energies calculated by the LHDC3
methods and the corresponding full WFT methods are small,
all below 1 kcal mol-1. It can also be seen that benzene
dimer is slightly over bound under the LHDC treatments
compared to the full WFT methods.

3.4. Cost and Efficiency. The computational requirements
of the LHDC method are greater than a conventional DFT
calculation since in addition to the calculation of ES at the
DFT level it also requires additional computations to obtain
local η values. The additional cost consists of two parts: the
first part is the energy calculation of m-mers (m ) 0, 2, 3,...,
n) by the WFT method, and the second part is the iterative

solution for local η values by the DFT method. The iterative
procedure usually finishes in less than 4 iterations. It is
known that the DFT method is much faster than correlation
WFT methods, and thus the costs for the DFT calculations
for the m-mers are negligible compared to the expensive
WFT methods. In addition, for the demanding WFT methods,
the calculation of an m-mer (m > 1) is much more expensive
than that of an (m-1)-mer. Therefore, the cost for the LHDC
method mainly comes from two calculations, the calculation
of the largest m-mers by the WFT method and the final DFT
calculation for the ES. In the LHDC2 methods, the calcula-
tion of M(M - 1)/2 dimers is required if all second-order
corrections are included. However, this number can be
greatly reduced by neglecting contributions from dimers in
which two monomers are far apart. For example, in the
present computations for straight-chain alkanes and alkenes,
this number is reduced to M - 1 by excluding those dimers
in which monomers are not connected through chemical
bonds.

In Figure 5 we have compared the computation time for
the straight-chain CnH2n+2 (n ) 4-16) alkanes which are
divided into C2H6 or C4H10 subsystems. The 6-31G basis
set is used, and the calculations are performed on a single
3.0-GHz XEON CPU. The comparison indicates that the
costs of the LHDC2(B3LYP:CCSD(T)) method with an C2H6

partition scheme are just slightly higher than those of the
full B3LYP method. The results for the alkenes indicate that
the LHDC2(B3LYP:CCSD(T)) method with a fine partition
scheme in which alkanes and alkenes are divided into
subsystems containing two carbon atoms is probably accurate
enough to study the energy profiles of common molecules.
For highly conjugated systems containing aromatic rings, one
may need to use the more expensive LHDC3 method for
satisfactory accuracy. However, the LHDC3(B3LYP:CCS-
D(T)) method is still much less expensive than the full
CCSD(T) method.

3.5. Basis-Set Dependence of the Hybrid Coefficient
η. Six sample molecules including methane, ethene, 1,3-
dibutene, ammonia, water, and hydrogen fluoride are selected
to the test basis set dependence of η. The geometries of these
molecules are all optimized using the B3LYP/6-31G(d,p)
method. The results are presented in Figure 6. Two conclu-
sions may be drawn from our results. First, η for each
molecule appears systematically convergent to the basis set
limit when the basis set is enlarged up to cc-pV5Z, and the
changes from the smallest basis set to the largest basis set
are only about 3%. Though the basis set dependence of η is
not significant, we have found the change of the total energy
for a given molecule is significant. However, since the
dependence of η on the basis set is systematic, this will not
introduce nonsystematic errors for relative energies, which
are more meaningful than total energies. Second, the η values
for different molecules are close to each other. For a given
basis set, the difference between the η values for the molecule
with the largest η and the molecule with the smallest η is
only 0.006.

Figure 5. Timings (t) in minutes for the calculation of straight-
chain alkanes on a single 3.0-GHz Xeon CPU. Two partition
schemes for the LHDC2(B3LYP:CCSD(T)) methods are
investigated: the molecule is divided into C2H6 and C4H10

subsystems.

Figure 6. Basis-set dependence of the hybrid coefficient η
for six small molecules. Basis sets considered are STO-3G,
6-31G(d), VDZ (cc-pVDZ), VTZ (cc-pVTZ), VQZ (cc-pVQZ),
and V5Z (cc-pV5Z).
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4. Concluding Remarks

We have presented a novel LHDC method, which combines
highly accurate WFT methods with low-cost DFT methods,
to compute the energy and electronic structure of medium
and large molecules. The method requires one to divide an
entire system into small subsystems and to optimize the local
hybrid coefficient η of a hybrid DFT functional for each
subsystem according to the energy of the subsystem calcu-
lated by a high level WFT method. Further refinement to η
(local hybrid coefficient) is made by incorporating couplings
between the subsystems. The local hybrid coefficients are
then used to calculate the energy and electronic structure of
the entire system with the hybrid DFT functional. The new
method can accurately reproduce the energy profiles of the
highly accurate WFT methods.

Since for small subsystems, highly accurate WFT methods
may be applied, our LHDC method provides a route to
systematically converge DFT results to “exact” results for
medium and large molecules which are too large to apply
the accurate WFT methods to. The cost of the LHDC method
equals the cost of a usual DFT calculation for the entire
system plus additional efforts to obtain the local hybrid
coefficients. Our results indicate that a second-order LHDC
method which is just slightly more expensive than a DFT
method can already give satisfactory results on potential
energy profiles for highly delocalized systems such as fully
conjugated alkenes.

From a WFT viewpoint, our method is a DC method using
DFT as “glue” to bind subsystems but with the capability of
reproducing the WFT energy and providing electronic
structure information for the entire system that is not
addressed by conventional EDC methods. From a DFT
viewpoint, the hybrid coefficients of subsystems (local
regions) are optimized according to the energy of the accurate
WFT method, and thus our method can be viewed as a new
local hybrid DFT method.34 Thus the “local hybrid (LH)”
in the name LHDC has a double meaning, the hybrid of DFT
and WFT through the optimization of local hybrid coefficient
η of the DFT exchange.
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Abstract: A critical assessment of the OPBE functional is made for its performance for the
geometries and spin-states of iron complexes. In particular, we have examined its performance
for the geometry of first-row transition-metal (di)halides (MnX2, FeX2, CoX2, NiX2, CuX, X)[F,
Cl]), whose results were previously [J. Chem. Theory Comput. 2006, 2, 1282] found to be
representative for a much larger and more diverse set of 32 metal complexes. For investigating
the performance for spin ground-states of iron complexes, we examined a number of small iron
complexes (Fe(II)Cl42-, Fe(III)Cl41-, Fe(II)Cl64-, Fe(III)Cl63-, Fe(II)CN6

4-, Fe(III)CN6
3-, Fe(VI)O4

2-,
Fe(III)(NH3)6

3+), benchmark systems (Fe(II)(H2O)6
2+, Fe(II)(NH3)6

2+, Fe(II)(bpy)3
2+), and several

challenging iron complexes such as the Fe(II)(phen)2(NCS)2 spin-crossover compound, the
monopyridylmethylamine Fe(II)(amp)2Cl2 and dipyridylmethylamine Fe(II)(dpa)2

2+, and the bis
complex of Fe(III)-1,4,7-triazacyclononane (Fe(III)(9aneN3)2

3+. In all these cases OPBE gives
excellent results.

Introduction

The reliable prediction of the spin ground-state of transition-
metal complexes remains a challenging task,1 both for theory
and experiment. On the experimental side, the situation may
be complicated by ligand-exchange reactions,2 dimerization
processes, oxidation/reduction, impurities, etc. Moreover, the
structural characterization of the complexes may be hampered
by problematic crystallization, reduced lifetimes of transient
species (such as the elusive complex I in the catalytic cycle
of cytochrome P450),3-6 or temperature-dependences of the
population of the different spin-states. The latter is for
instance observed in spin-crossover compounds7 whose
structures may not be resolved at all temperatures. In
principle, theory should be able to help with the interpretation
of the experimental data, predict the spin ground-state, and
help to determine reaction mechanisms. However, theory is
not without its own problems. The most accurate ab initio
theoretical methods (CCSD(T), MR-CI) are too demanding
for everyday use and in some cases (such as CASPT2) need
expert knowledge of the methodology. More efficient are
calculations based on density functional theory (DFT),8 but

the results are shown to depend largely on the choice of DFT
functional that is being used.

This is in particular true for the calculation of spin-state
splittings,1 where standard pure functionals (like LDA,9

BLYP,10,11 or PBE12) systematically overstabilize low-spin
states, while hybrid functionals (e.g., B3LYP,13,14 PBE015)
overstabilize high-spin states due to the inclusion of a portion
of Hartree-Fock exchange. The problems with B3LYP in
correctly describing the relative energies of the spin states
of iron complexes led Reiher and co-workers to propose a
new functional (dubbed B3LYP*),16 in which the amount
of HF exchange was lowered to 15% (instead of 20% in
B3LYP). For many systems, this reduction indeed improves
the B3LYP results,17 apparently without sacrificing the good
performance for organic systems.17 However, it was not
successful for all iron complexes,18,19 as for instance is the
case for the Fe(phen)2(NCS)2 spin-crossover compound. A
further reduction to 12% of HF exchange seems necessary18

to give good results for this particular iron complex.
Therefore, with B3LYP and B3LYP*, it is a priori unknown
if the amount of HF exchange is appropriate for the
transition-metal complex under study, which is an undesirable
situation.

* Corresponding author fax: +34-972-183241; e-mail:
marcel.swart@icrea.es.
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Recently, we made a systematical investigation of the
influence of the functional1 and of the basis set20 on the
relative spin-state energies (i.e., the spin-state splittings21)
for a number of iron complexes. The influence of the basis
set was found to be substantial. In principle, with an infinitely
large basis set, both Slater-type orbital (STO) and Gaussian-
type orbital (GTO) series should converge to the same final
answer, which is indeed what we observed for both vertical
and relaxed spin-state splittings (see Figure 1 for the
difference between vertical and relaxed spin-state splittings).
However, we found that the STO basis sets give consistent
and rapidly converging results, while the convergence with
respect to the basis set size is much slower for the GTO
basis sets. Very demanding basis sets like Dunning’s
correlation consistent (cc-pVTZ, cc-pVQZ) were needed to
achieve good results, especially for relaxed spin-state split-
tings.20 Furthermore, the use of basis sets containing effective
core potentials (ECPBs) resulted in spin-state splittings that
are systematically different from the STO-GTO results.

From these and related studies,1,22,23 it became clear that
recent and improved functionals provide more accurate
results. This is in particular true for the functionals containing
Handy and Cohen’s optimized exchange (OPTX) func-
tional,24 such as OLYP or OPBE.25 The latter OPBE
functional provided the correct spin ground-state for vertical
spin-state splittings of a number of Fe(II) and Fe(III)
complexes,1 which is corroborated by good results obtained
more recently in studies from other groups.6,19,22,23,26-35 This
good performance of OPBE (and the related OLYP) concurs
with recent benchmark studies on the energy profiles of
nucleophilic substitution reactions36 and on the NMR chemi-
cal shifts of organic molecules.27,28 In the former, it was
shown that the underestimation of reaction barriers by
standard pure DFT functionals is dramatically reduced by
using OPBE, while for the NMR chemical shifts its
performance is significantly better than other DFT functionals
(including B3LYP) and surpasses many times even the ab
initio MP2 method.

Han and Noodleman recently used a series of small iron
complexes to obtain the Mössbauer isomer shift parameters
for OPBE and OLYP,37 which were subsequently used to
study the intermediate Q of the hydroxylase component of
soluble methane monooxygenase (MMOH).38 They showed
that OPBE (and OLYP) do not overestimate the Fe-ligand
covalency for these model structures, in contrast to the PW91
functional. Moreover, OPBE and OLYP correctly predicted

the high-spin antiferromagnetically (AF) coupled Fe4+ sites.
Furthermore, inaseriesofpapersGhoshandco-workers23,39-45

have clearly demonstrated that OPBE (and OLYP) seems to
be giving good results not only for iron complexes but also
for other transition metals.

In the present contribution, we make an assessment of the
OPBE functional for the spin-states of iron complexes. Apart
from studying its accuracy for the geometries of transition-
metal complexes, we investigate the spin ground-states of
small iron complexes like Fe(CN)6

3-, and challenging iron
complexes such as the Fe(phen)2(NCS)2 spin-crossover
compound, and compare the results of OPBE with other
functionals. Moreover, a comparison is made with benchmark
ab initio data obtained with high-level CASPT2 methods,
where available. Finally, using an energy decomposition
analysis the origin of the spin ground-state of these com-
plexes is explained in terms of a compromise between
metal-ligand bonding and Hund’s rule of maximum
multiplicity.

Computational Details

Most DFT calculations were performed with the Amsterdam
Density Functional (ADF) suite of program.46,47 MOs were
expanded in an uncontracted set of Slater type orbitals
(STOs)48 of triple-� quality containing diffuse functions and
one (TZP) or two (TZ2P) sets of polarization functions. Core
electrons (1s for second period, 1s2s2p for third-fourth
period) were not treated explicitly during the geometry
optimizations (frozen core approximation46), as it was
shown49 to have a negligible effect on the obtained geom-
etries. An auxiliary set of s, p, d, f, and g STOs was used to
fit the molecular density and to represent the Coulomb and
exchange potentials accurately for each SCF cycle.

Energies and gradients were calculated using the local
density approximation (LDA; Slater exchange and VWN
correlation9) with gradient-corrections (GGA) for exchange
(OPTX24) and correlation (PBE50,51) included self-consis-
tently, i.e. the OPBE functional. Geometries were optimized
with a locally adapted version of the QUILD program52,53

using adapted delocalized coordinates52 until the maximum
gradient component was less than 1.0 ·10-4 a.u. Single point
energies for all other DFT functionals were obtained (post-
SCF within the METAGGA scheme) at the OPBE optimized
geometries using the corresponding all-electron basis sets.

As the gradients for hybrid functionals are not yet available
within the ADF program, the geometries of the first-row
transition-metal (di)halides were also obtained with the
NWChem program (version 5.0)54 for a number of DFT
functionals (OPBE, B3LYP, BP86, PBE, B3LYP*) using the
cc-pVTZ55 basis set of Gaussian-type orbitals (GTOs).

For some of the iron complexes in this paper, we included
solvent effects through the use of a dielectric continuum
(COSMO56,57) model, with the appropriate dielectric con-
stants (ε) and solvent radii (Rsolv)

58 for the solvent used. A
nonempirical approach59 to including solvent effects in QM
calculations has been used, which works well for solvation
processes.58,59

Energy Decomposition Analysis. The total energy ∆Etotal

for the heterolytic association19 reaction between the iron(II)

Figure 1. Schematic representation of vertical (left-side) and
relaxed (right-side) spin-state splittings.
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cation and n ligands L with charge q (Fe2+ + n ·Lq f
FeLn

nq+2) results directly from the Kohn-Sham molecular
orbital (KS-MO) model60 and is made up of two major
components (eq 1):

∆Etotal )∆Eprep +∆Eint (1)

In this formula, the preparation energy ∆Eprep is the energy
needed to prepare the (ionic/neutral) fragments and consists
of three terms (eq 2):

∆Eprep )∆Edeform +∆Elig-lig +∆Evalexc (2)

The first is the energy needed to deform the separate
molecular fragments (in this case only for the ligands) from
their equilibrium structure to the geometry that they attain
in the overall molecular system (∆Edeform). The second
(∆Elig-lig) is the interaction energy between the ligands when
they are placed at the geometry of the molecule (but without
the iron present) to make one fragment file that contains all
ligands. This interaction results mainly from electrostatic
repulsion in case of negatively charged ligands. The third
term (∆Evalexc) is the valence-excitation energy needed to
prepare the metal from its atomic spin-unrestricted (polarized)
ionic ground-state to the spin-restricted (polarized) ionized
form. The valence-excitation energy consists of two terms:
the first (positive, e.g. destabilizing) term is the energy
difference between the spin-polarized metal cation in its
ground state (e.g., the quintet 5D state for Fe2+) and the spin-
restricted, nonpolarized (singlet) cationic form used for the
metal cation fragment (the fragments need to be spin-
restricted). For the ground-state of the cation, we use the
“average of configuration” approach,61 which gives an
approximate single-determinant description of the true atomic
spin ground-state. Note also that the metal cation fragment
is prepared with the occupation of the orbitals it attains in
the molecule, i.e. it does not necessarily, and usually does
not, correspond to the isolated metal cation. As a result, the
∆Evalexc values cannot be compared directly with experi-
mental excitation energies for the metal cation (see also refs
61 and 62). The second term results from preparing (polar-
izing) the cation fragment with the multiplet state it attains
in the metal complex; this term is negative (stabilizing) for
triplet and quintet and zero for singlet states. It is achieved
by changing the occupations of the fragment orbitals. For
instance for iron(II), the spin-restricted cationic fragment
would be prepared with 3 R and 3 � d-electrons; within the
molecule calculation, the occupations of the iron-fragment
are changed to make 4 R and 2 � d-electrons for a triplet
state or to 5 R and 1 � d-electrons for a quintet state. There
is a discrepancy (of ca. 2 kcal mol-1) between the interaction
energy thus obtained from these fragments (Vide infra) and
the change in energy when going from the isolated ligands
and (spin-unrestricted, polarized) metal cation to the metal
complex. This difference results from the fact the R and �
orbitals are kept the same in the former (fragment) approach,
while they are allowed to relax in the latter. There are two
possibilities to deal with this discrepancy, either to make
this energy difference part of the preparation energy (as done
here) or to scale the interaction energy components accord-
ingly (values reported in the Supporting Information, Tables

S1 and S2). However, this energy difference is generally
negligible compared to the interaction energy components
and is therefore of no consequence for the importance of
the components of the interaction energy. For the inter-
ested reader, the EDA analysis for the Fe(amp)2Cl2

complex has been performed also with the BP86 functional
(see the Supporting Information). Although it induces a
slight change in the values for the different energy
components, this does not influence the importance of the
compromise between Hund’s rule of maximum multiplic-
ity and metal-ligand covalent interactions for the deter-
mination of the spin ground-state of these molecules (Vide
infra).

The interaction energy ∆Eint is the energy released when
the prepared fragments (i.e., Fe2+ + n ·Lq) are brought
together into the position they have in the overall
molecule. It is analyzed for our model systems in the
framework of the KS-MO model60 using a Morokuma-
type63 decomposition into electrostatic interaction, Pauli
repulsion (or exchange repulsion), and (attractive) orbital
interactions (eq 3).

∆Eint )∆Velstat +∆EPauli +∆Eorbint (3)

The term ∆Velstat corresponds to the classical electrostatic
interaction between the unperturbed charge distributions of
the prepared (i.e., deformed) fragments and is usually
attractive. The Pauli-repulsion, ∆EPauli, comprises the desta-
bilizing interactions between occupied orbitals and is re-
sponsible for the steric repulsion. The orbital interaction
∆Eorbint in any MO model, and therefore also in Kohn-Sham
theory, accounts for electron-pair bonding, charge transfer
(i.e., donor-acceptor interactions between occupied orbitals
on one fragment with unoccupied orbitals of the other,
including the HOMO-LUMO interactions), and polarization
(empty-occupied orbital mixing on one fragment due to the
presence of another fragment). In the case of metal com-
plexes with symmetry, the orbital interaction energy can be
further decomposed into the contributions from each irreduc-
ible representation Γ of the interacting system (eq 4) using
the extended transition state (ETS) scheme developed by
Ziegler and Rauk.64,65

∆Eorbint )∑
Γ

∆EΓ (4)

Results

Here we report a critical assessment of the OPBE functional
for its performance for the geometries and spin-states of iron
complexes. Spin contamination is in all cases negligible, as
shown by the expectation values for S2 that are very close
to the pure spin-state values. No attempt at spin-projection66,67

has therefore been made, as these corrections would not alter
the energies significantly.

Geometry Optimization of (Di)halides. We have exam-
ined the performance of OPBE for the structure of first-row
transition-metal (di)halides (MnX2, FeX2, CoX2, NiX2, CuX,
X)[F, Cl]), whose results were found68 to be representative
for a much larger and more diverse set of 32 metal
complexes. For the geometry optimization of these (di)ha-

Accurate Spin-State Energies J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2059



lides, we used both a STO (TZ2P) and a GTO (cc-pVTZ)
basis set to be able to compare directly with literature data
that have been obtained with GTO basis sets. The dihalide
molecules were treated as linear molecules (D∞h symmetry),
as observed experimentally. The obtained distances with both
basis sets and a number of functionals are reported in Table
1. In the original paper by Bühl and Kabrede,68 the best
results were obtained by pure GGA (BPW91, BP86) and
metaGGA (TPSS) functionals, with mean absolute deviations
(MAD) from experimental data of 0.008-0.009 Å when
using the AE1 basis. This GTO basis set consists of the
augmented all-electron Wachters basis set on the metal and
6-31G* on the halides. For BP86 and B3LYP, the MAD
values obtained here with the cc-pVTZ basis set are similar
to the ones obtained with this AE1 basis, with values for
BP86 of 0.008 Å (cc-pVTZ) and 0.009 Å (AE1), while for
B3LYP they are 0.014 Å (cc-pVTZ) and 0.015 Å (AE1).

The OPBE functional is shown to be less accurate than
BP86 but more accurate than B3LYP, with MAD values of
0.011 Å for both the TZ2P and the cc-pVTZ basis set (see
Table 1). The same value is observed for the B3LYP*
functional with the cc-pVTZ basis (see Table 1). Also the
maximum error is significantly smaller for OPBE (0.025 Å
with the cc-pVTZ basis, 0.022 Å with TZ2P) compared to
B3LYP* (0.032 Å cc-pVTZ) and B3LYP (0.038 Å cc-pVTZ)
and again only slightly larger than the most accurate
functionals BP86 (0.022 Å with both cc-pVTZ and AE1)
and TPSS (0.022 Å, AE1 basis). Therefore, the OPBE
functional seems to provide a good description for the
geometries of transition-metal complexes, with an accuracy
that is close to that of the best functionals and significantly
better than other functionals, such as BLYP, B3LYP, or
VS98.68

Benchmark Systems for Spin-State Splittings. Recently,
Pierloot and co-workers reported a benchmark study69,70 on
a set of three iron complexes (Fe(H2O)6

2+, Fe(NH3)6
2+,

Fe(bpy)3
2+, see Scheme 1), which were investigated with

high-level CASPT2 calculations and, for comparison, with
Hartree-Fock (HF) and a number of DFT functionals (LDA,
BP86, B3LYP, PBE0), following up on earlier studies on
these complexes.62,71-73 Because of the absence of electron
correlation for electrons with unlike spins in HF, this method
unduly favors high-spin states too much,19 which shows up
clearly in their results. For all three complexes HF predicts
a high-spin state, mistakenly also for the low-spin bipyridyl

complex, and with a large deviation from the reference
CASPT2 ∆EHL values (see Table 2). The overstabilization
of low-spin states by standard pure functionals1 is recon-
firmed by their data for LDA and BP8669 and for RPBE in
another study by Deeth and Fey.71 Interestingly, the BP86
functional still predicts the correct spin ground-state for all
three molecules, i.e. a high-spin state for Fe(H2O)6

2+ and
Fe(NH3)6

2+ and a low-spin state for Fe(bpy)3
2+, albeit with

a large deviation (ca. 15 kcal mol-1) from the reference
CASPT2 data. Although this deviation is smaller for the
hybrid B3LYP and PBE0 functionals with a value of
respectively 11 and 9 kcal mol-1, these latter two functionals
fail to predict the correct spin ground-state for the bipyridyl
complex.69

These systems have been investigated with the OPBE
functional using the TZP and TZ2P (STO) basis sets (see
Table 2). The calculations were performed within D3

symmetry for the ammonia and bipyridine complexes and
within Ci with water as ligand, in order for a fair comparison
with the best available CASPT2 data that were obtained with
the same symmetry constraints. For the quintet (and triplet)
state of the water complex this leads to Jahn-Teller
distortions, similar to the CASPT2 study by Pierloot and co-
workers. The symmetry constraints for the triplet states, for
which no CASPT2 data are available to compare with, are
for all three complexes the same as those of the singlet and
quintet states. One of the reviewers pointed out that these
triplet and quintet states are formally Jahn-Teller active,
and lower energies might be obtained by allowing Jahn-Teller

Table 1. Metal-Halide Distances (Å) and Mean Absolute Deviations (MAD, Å) for a Set of 10 (Di)halides

compd
(multa) exp.

OPBE
TZ2Pb

OPBE
cc-pVTZc

BP86
TZ2Pb

BP86
cc-pVTZc

PBE
TZ2Pb

PBE
cc-pVTZc

B3LYP
cc-pVTZc

B3LYP*
cc-pVTZc

MnF2 (6) 1.797 1.793 1.788 1.790 1.790 1.794 1.789 1.796 1.793
FeF2 (5) 1.755 1.757 1.750 1.752 1.752 1.755 1.751 1.757 1.755
CoF2 (4) 1.738 1.720 1.713 1.725 1.716 1.728 1.715 1.720 1.717
NiF2 (3) 1.715 1.719 1.710 1.711 1.710 1.714 1.709 1.730 1.728
CuF (1) 1.745 1.759 1.758 1.747 1.753 1.752 1.751 1.761 1.757
MnCl2 (6) 2.184 2.162 2.166 2.169 2.173 2.168 2.171 2.194 2.188
FeCl2 (5) 2.128 2.117 2.121 2.123 2.127 2.123 2.125 2.132 2.126
CoCl2 (4) 2.090 2.072 2.076 2.077 2.082 2.077 2.080 2.104 2.098
NiCl2 (3) 2.056 2.045 2.047 2.050 2.054 2.051 2.053 2.073 2.067
CuCl (1) 2.052 2.044 2.061 2.050 2.066 2.051 2.064 2.089 2.083

MAD 0.011 0.011 0.007 0.008 0.006 0.009 0.014 0.011

a Experimentally (and theoretically) observed multiplicity for this complex. b STO basis set. c GTO basis set.

Scheme 1. Benchmark Iron Complexes Fe(H2O)6
2+,

Fe(NH3)6
2+, and Fe(bpy)3

2+a

a Hydrogens were omitted for clarity.
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distortions to take place. For the bipyridine complex, this
indeed does seem to be the case, but the energy gain is only
about 100-200 cm-1 (ca. 0.3-0.6 kcal ·mol-1) for the
quintet state of the bipyridyl complex.69 For the ammonia
complex, the Jahn-Teller distortions seem to lead to
similarly small energy differences; however, in this case the
energy of the quintet state goes up in energy at the
CASPT2[10,12]//PBE0 level.69 In any case, here the com-
parison is made with the best available reference CASPT2
energies, for which Jahn-Teller distortions were not taken
into account. The conformations of the ammonia and water
ligands in these calculations correspond to those used in the
CASPT2 study by Pierloot and co-workers, which therefore
enables a fair comparison between the OPBE and CASPT2
results. Furthermore, the vibrational frequencies of these
complexes were calculated, which resulted in all-positive
frequencies. For all three complexes OPBE predicts the
correct spin ground state, i.e. a quintet for Fe(H2O)6

2+ and
Fe(NH3)6

2+ and a singlet for Fe(bpy)3
2+. Moreover, the

deviation from the reference CASPT2 data is rather small
with values of 1.0 kcal mol-1 (TZP basis) and 1.9 kcal mol-1

(TZ2P basis), i.e. a significant reduction by an order of
magnitude compared to the values from the other functionals.
The OPBE deviations with both basis sets fall well within
the estimated accuracy of the CASPT2 data (∼1000 cm-1

or 2.9 kcal mol-1) and therefore clearly show the excellent
performance of the OPBE functional.

Spin States of Small Iron Complexes. Next, we inves-
tigated a set of small molecules that had been studied

previously (partly) by Noodleman,37 Deeth,71 Neese,74 and
Filatov75 (among others) for the description of Mössbauer
spectroscopy of these complexes. The predicted spin-state
splittings for some of the small complexes by OPBE are
reported in Table 3, which confirms the correctness37 of the
OPBE functional for providing spin ground states of iron
complexes. Surprisingly, the correct description of the spin
ground-state of most of these molecules is given by all DFT
functionals, even though some are high-spin and other low-
spin. The only exception is the Fe(III)(NH3)6

3+ complex,
which has a high-spin ground-state experimentally and with
OPBE, but for which other functionals were shown to fail
by Deeth and Fey.71 Not surprisingly, it was the standard
pure DFT functionals, which tend to favor low-spin states,
that failed. We will return to this issue (Vide infra) when
looking at which factors determine the actual spin ground-
state of these iron complexes.

For these small and highly symmetric molecules, there are
several spin-states that are formally Jahn-Teller active,
which means that symmetry-lowering may result in more
favorable energies for these spin-states. When using the
QUILD program, this symmetry-lowering can consist of two
parts, because one can separate the geometric symmetry from
the electronic (orbitals) symmetry. For instance for Fe(II)-
Cl4

2-, the spin-states can be studied using (i) Td symmetry
for geometry and orbitals, (ii) Td symmetry for geometry
and C2V symmetry for orbitals, or (iii) C2V symmetry for both
geometry and orbitals. Note that this symmetry-lowering is
in particular beneficial for the intermediate (triplet) state,

Table 2. Spin-State Splittings ∆E (kcal mol-1)a for Benchmark Iron Complexes

Fe(H2O)6
2+ Fe(NH3)6

2+ Fe(bpy)3
2+

sing trip quin sing trip quin sing trip quin MADb

CASPT2c,d 46.6 n/ae 0 20.3 n/ae 0 0 n/ae 13.2 -
HFc 81.1 n/ae 0 72.8 n/ae 0 0 n/ae -70.5 56.9
LDAc 9.6 n/ae 0 -22.4 n/ae 0 0 n/ae 61.9 42.8
BP86c 28.4 n/ae 0 5.1 n/ae 0 0 n/ae 23.2 14.5
RPBE f 34.3 n/ae 0 6.3 n/ae 0 0 n/ae 29.9 14.3
B3LYPc 33.1 n/ae 0 14.1 n/ae 0 0 n/ae -0.6 11.2
PBE0c 46.0 n/ae 0 24.7 n/ae 0 0 n/ae -9.0 9.1
OPBEg 48.6 36.8 0 19.5 35.2 0 0 25.9 13.3 1.0
OPBEh 49.3 37.0 0 19.0 35.1 0 0 26.5 14.9 1.9

a Relative to experimental spin ground-state, using D3 symmetry for the ammonia and bipyridine complexes, and Ci symmetry with water
as ligand. b Mean absolute deviation (MAD) of ∆EHL with respect to reference CASPT2 data. c From ref 69. d CAS[10,12] space with atomic
natural orbitals (ANO) basis sets, contracted to [7s6p5d3f2g1h] on Fe, [4s3p2d1f] on N and O, and [3s1p] on H. e Not available, triplet state
was not considered in refs 69 and 71. f From ref 71. g This work, obtained with TZP (STO) basis set. h This work, obtained with TZ2P (STO)
basis set.

Table 3. Spin-State Energies (∆E, kcal mol-1)a and Iron-Ligand Distances (R, Å) for Small Iron Complexes

low spin interm spin high spin

compd ∆E R ∆E R ∆E R

Fe(II)F4
2-b 81.9 1.980 42.3 2.015 0 2.021

Fe(II)Cl42-b 80.6 2.310 39.3 2.363 0 2.381
Fe(II)Cl42-c 80.4 2.237, 2.321 36.1 2.331, 2.361 0 2.383, 2.383
Fe(II)Br4

2-b 71.0 2.446 37.8 2.526 0 2.545
Fe(II)(CN)6

4-d 0 1.919 51.8 2.126 38.7 2.419
Fe(III)F4

1-b 75.4 1.798 53.4 1.828 0 1.842
Fe(III)Cl41-b 60.1 2.144 40.8 2.195 0 2.218
Fe(III)Br4

1-b 57.4 2.306 37.3 2.370 0 2.386
Fe(III)(CN)6

3-d 0 1.925 48.2 2.092 45.9 2.234
Fe(III)(NH3)6

+3e 7.4 2.055 18.8 2.173 0 2.239
Fe(VI)O4

2-b 17.2 1.663 0 1.663 50.1 1.728

a Relative to experimental spin ground-state. b Using Td symmetry. c Using C2v symmetry. d Using Oh symmetry. e Using D3 symmetry.
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which is spin-contaminated within Td symmetry and a pure
spin-state within C2V symmetry. However, the energy that is
gained by symmetry-lowering is only ca. 3 kcal ·mol-1 (see
Table 3).

Spin-State Splittings of Challenging Iron Complexes:
Fe(phen)2(NCS)2. Reiher and co-workers16 reparameterized
the B3LYP functional to include only 15% of HF exchange
(dubbed B3LYP*), based on the spin-state splittings for a
number of Fe(II) complexes. Although this reduction of the
amount of HF exchange does not seem to affect the
performance for organic molecules,17 and seems to be an
improvementoverB3LYP,17 itstill failsforsomemolecules.18,19

Previously, it was already shown that B3LYP completely
fails for spin-crossover compounds,76 i.e. it usually predicts
a high-spin ground-state, although at low temperatures a low-
spin is observed experimentally. One typical example for
which B3LYP (and B3LYP*) was shown to fail is the spin-
crossover compound Fe(phen)2(NCS)2 (see Scheme 2).18 The
experimental value for the energy splitting between the low
and high-spin state (∆EHL) is estimated to be of the order of
3 kT (ca. +1.8 kcal mol-1) at 0 K, in order for the thermal
spin transition to be viable. B3LYP and B3LYP* wrongly
predict a high-spin state, with a ∆EHL splitting of -8.0 kcal
mol-1 (B3LYP) and -1.5 kcal mol-1 (B3LYP*).18 The
OPBE calculations, on the other hand, correctly show a low-
spin ground-state for this complex, with the high-spin state
higher in energy by 2.1 kcal mol-1. This OPBE ∆EHL

splitting of 3.5 kT is therefore in perfect agreement with the
estimated experimental value (Vide supra).

Apart from the B3LYP and B3LYP* functionals, which
were shown by Reiher18 to fail for this complex, we were
also interested in the performance of other recent functionals
such as X3LYP77 and M06.78 Therefore, single-point energy
calculations were performed where the energies of a large
number of DFT functionals are calculated simultaneously
(see Table S3 in the Supporting Information). These calcula-
tions showed that all hybrid functionals, except TPSSh79,80

(with a ∆EHL of +5.6 kcal mol-1, i.e. ca. 10 kT), failed to
provide the low-spin ground-state. Most standard (pure)
functionals do provide the correct spin ground-state, but
because they overstabilize low-spin states, they predict a too
large energy separation between the low- and high-spin. In
other words, they fail to describe the molecule as a spin-
crossover compound. It should also be noted that the failure
to predict the correct spin ground-state is not limited to hybrid
functionals only. Also pure functionals like OLYP, HCTH,
VS98, Becke00, OLAP3, and M06-L wrongly predict a high-
spin ground-state (see Table S3).

Spin-State Splittings of Challenging Iron Complexes:
Pyridylmethylamines. Westerhausen and co-workers81 re-
ported a series of iron complexes based on pyridylmethyl-
amine ligands, which readily form complexes with iron
halides in methanol. Here, we focus on two of the complexes
reported in that study, Fe(amp)2Cl2 (amp ) 2-pyridylmethyl-
amine) and Fe(dpa)2

2+ (dpa ) di(2-pyridylmethyl)amine) (see
Scheme 2). It was shown that Fe(amp)2Cl2 has a high-spin
ground-state while Fe(dpa)2

2+ has a low-spin ground-state.
Both complexes are structurally highly similar, i.e. they have
approximately an octahedral arrangement of the ligands
around iron, and the only change in going from the monopma
to the dipma complex is the replacement of two chloride
ligands by pyridines.

We have optimized the geometries of the three spin-states
for both these complexes, which result in the experimentally
observed spin ground-state, i.e. a singlet for the dpa-complex
and a quintet for the amp-complex (see Table 4). Also the
obtained structures are in good agreement with the crystal
structures (see Figure 2 for an overlay of the experimental
and computed structures). For the amp-complex in the gas-
phase, the Fe-Cl distances are a bit shorter (2.37 Å) and

Scheme 2. Challenging Iron Complexes Fe(phen)2(NCS)2,
Fe(amp)2Cl2 (amp ) 2-pyridylmethylamine), Fe(dpa)2

2+

(dpa ) di(2-pyridylmethyl)amine), and Fe([9]aneN3)2
a

a Hydrogens were omitted for clarity.

Table 4. Spin-State Splittings (kcal mol-1)a for Challenging
Iron Complexes

compd low spin interm spin high spin

Fe(phen)2(NCS)2 0 15.2 (19.3) 2.1 (6.7)
Fe(amp)2Cl2b 8.5 (10.7) 13.3 (7.9) 0
Fe(dpa)2

2+c 0 11.8 (15.0) 2.3 (6.5)
Fe([9]aneN3)2

3+ 0 13.8 (17.0) 2.9 (9.4)

a Relative to experimental spin ground-state, in parentheses the
values when the solvent (methanol) is included. b amp )
2-pyridylmethylamine. c dpa ) di(2-pyridylmethyl)amine.

Figure 2. Overlay of experimental X-ray (in blue) and OPBE
optimized (in gray) structure of Fe(amp)2Cl2.
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the Fe-N distances a bit longer (2.27-2.31) than observed
in the crystal structure, where they are found at 2.50 and
2.19 Å respectively. However, by including the methanol
solvent in the calculations (through a dielectric continuum
model, COSMO) the iron-ligand distances match the ones
from the crystal structure perfectly with values of 2.53 Å
(Fe-Cl), 2.20 Å (Fe-Npyr), and 2.23 Å (Fe-Nam). I.e., the
molecule is severely Jahn-Teller distorted but in a similar
fashion within the experiments and as optimized by OPBE.
In the optimizations, the magnitude and orientation of the
Jahn-Teller distortions came out the same, irrespective of
the starting structure and initial distortions applied to it (see
also Figure 2). The Fe-N distances in the dpa-complex are
computed to be almost independent of the presence of the
solvent, with values of 1.99 Å (Fe-Npyr) and 2.01 Å
(Fe-Nam) in the gas-phase and 1.98 Å (Fe-Npyr) and 2.00
Å (Fe-Nam) in methanol. These distances are in excellent
agreement with the crystal structure that puts them at 1.99
Å (Fe-Npyr) and 2.03 Å (Fe-Nam). The origin of the change
from high- to low-spin when going from the amp-complex
to the dpa-complex is discussed below.

For these two complexes we also investigated the perfor-
mance of a number of DFT functionals, with different results
for each one (see Table S3 in the Supporting Information).
For the high-spin complex Fe(amp)2Cl2, the standard DFT
functionals like LDA, BP86, BLYP, or PBE fail and predict
a low-spin ground-state instead. On the other hand, for the
low-spin complex Fe(dpa)2

2+, the hybrid functionals and
some other ones (HCTH, OLAP3) wrongly predict a high-
spin ground-state. In fact, apart from OPBE, OPerdew, and
TPSSh, no other functional is able to correctly predict the
spin ground-state of these challenging iron complexes. Most
notably is the failure of XLYP, X3LYP (which were claimed
to be the best functionals available for studying spin-state
splittings77), and the M06 functionals, which predict the
wrong spin ground-state for these complexes.

Spin-State Splittings of Challenging Iron Complexes:
Cyclononanes. Wieghardt and co-workers82 reported some
time ago the first examples of low-spin iron complexes with
all six donors as saturated nitrogens, which was based on
the 1,4,7-triazacyclononane ligand [9]aneN3. Here, we
investigate the Fe(III) complex with two [9]aneN3 ligands
(see Scheme 2). As expected, OPBE correctly predicts a low-
spin ground-state for this complex with the intermediate and
high spin-state higher in energy by 14 and 3 kcal mol-1 in
the gas-phase, which increase to 17 and 10 kcal mol-1 with
the solvent present. The optimized structure with Fe-N
distances of 2.03 Å in the gas phase and with 2.00 Å in
methanol is also in perfect agreement with the crystal
structure, that shows Fe-N distances of 1.98-2.01 Å.
Therefore, like all other complexes, we see a consistent trend
for the study on these challenging iron complexes, where
the OPBE functional gives reliable and accurate results.

Rationalization of the Factors That Determine the
Spin Ground-State of Iron Complexes. Now that the
reliability of the OPBE functional for providing the spin
ground-state of transition-metal complexes is established, the
question remains to determine the factors that govern the
spin ground-state of these transition-metal complexes. For

instance, why does the spin ground-state of the pyridylm-
ethylamine complexes change from high-spin to low-spin if
a chloride-ligand is changed by pyrimidine? And why do
standard functionals have problems with predicting the high-
spin ground-state of the complicated systems yet not with
those for the small complexes?

In order to gain further insight, the bonding mechanism
of a number of typical iron complexes from this study was
analyzed in terms of an energy decomposition analysis of
the Kohn-Sham molecular orbitals. The energy decomposi-
tion is reported in Table 5 for two small complexes, with a
high-spin (Fe(II)Cl4

2-) and a low-spin (Fe(II)CN6
4-) ground-

state, and in Table 6 for the pyridylmethylamine complexes.
For the two small complexes, there is a striking difference
in the preparation energy that is more than twice as large
for Fe(II)CN6

4- than for Fe(II)Cl4
2-. However, this energy

difference results only from the ligand-ligand interactions
(∆Elig-lig), i.e. the electrostatic repulsion between the nega-
tively charged ligands. Because the cyanide complex has six
of them, their mutual repulsion is much larger. More
importantly, this repulsive interaction is largest for the low-
spin state, by 14 kcal ·mol-1 compared to the quintet state
for the chloride complex and by ca. 187 kcal ·mol-1 for the
cyanide complex. It results from the shorter metal-ligand

Table 5. Energy Decomposition Analysis (kcal mol-1) for
Small Complexesa

Fe(II)Cl42-b Fe(II)CN6
4-c

singlet tripletd quintet singlet triplet quintet

∆Eprep 618.4 567.7 493.0 1346.1 1217.9 1047.0
∆Edeform - - - 0.3 0.1 0.0
∆Elig-lig 504.8 494.7 490.9 1232.3 1145.1 1044.9
∆Evalexc 113.6 73.0 2.1 113.5 72.7 2.1
∆Eint -1134.5 -1109.6 -1090.1 -1722.2 -1541.6 -1383.6
∆EPauli 160.6 138.7 127.1 320.5 173.9 73.2
∆Eelstat -1045.8 -1027.0 -1019.7 -1367.5 -1287.2 -1197.7
∆Eorbint -249.3 -221.1 -197.6 -675.3 -428.2 -259.1
A1 -117.0 -109.2 -91.1 -470.6 -278.0 -151.5
A2 -14.1 -18.1 -13.1 -30.4 -18.0 -10.8
B1 -82.2 -47.1 -46.7 -87.1 -64.8 -48.4
B2 -36.0 -46.7 -46.7 -87.1 -67.4 -48.4
∆Etotal -516.1 -541.9 -597.1 -376.1 -323.7 -336.6

a Using C2v symmetry for orbitals. b Using Td symmetry for
geometry. c Using Oh symmetry for geometry. d Spin-projection
applied (see the Supporting Information).

Table 6. Energy Decomposition Analysis (kcal mol-1) for
Challenging Complexesa

Fe(amp)2Cl2b Fe(dpa)2
2+c

singlet triplet quintet singlet triplet quintet

∆Eprep 265.9 209.0 125.6 196.5 134.6 48.7
∆Edeform 15.4 9.8 8.1 29.5 20.3 14.6
∆Elig-lig 136.9 126.5 115.4 53.4 41.6 32.0
∆Evalexc 113.6 72.7 2.1 113.6 72.7 2.1
∆Eint -868.0 -806.5 -736.5 -558.4 -484.6 -408.3
∆EPauli 251.7 205.2 136.3 266.5 250.8 133.7
∆Eelstat -651.5 -623.7 -596.7 -336.1 -309.1 -258.6
∆Eorbint -468.3 -387.9 -276.2 -488.9 -426.4 -283.4
Ag -333.3 -262.5 -168.1 -345.5 -296.7 -169.5
Au -135.0 -125.5 -108.1 -143.4 -129.7 -113.9
∆Etotal -602.1 -597.5 -610.9 -361.9 -350.0 -359.6

a Using Ci symmetry for orbitals. b amp ) 2-pyridylmethylamine.
c dpa ) di(2-pyridylmethyl)amine.
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bond distances in the low spin-states, in which antibonding
d-orbitals on iron are not occupied, in contrast to the higher
spin-states where they are partially occupied.

The larger preparation energy for low spin-states is
reinforced by Hund’s rule of maximum multiplicity, which
shows up in the valence excitation energy (∆Evalexc in Tables
56). Hund’s rule says that for atoms the state with the highest
multiplet is lowest in energy, i.e. for the isolated iron(II)
cation the quintet state is most favorable. Therefore, in order
to make the low-spin iron complex, the iron(II) cation has
to be changed from its favorable quintet state to the
unfavorable singlet state. This change in multiplet state of
the isolated cation (but with the occupation of the orbitals it
attains in the molecule, see the Computational Details
section) costs around 114 kcal ·mol-1 (see Table 5). Taken
together with the (repulsive) ligand-ligand interactions, the
low spin-state has a much larger preparation energy than
higher spin-states, of ca. 125 kcal ·mol-1 for the chloride
complex and ca. 300 kcal ·mol-1 for the cyanide complex.

The interaction between the iron cation and its ligands on
the other hand favors the low spin-states considerably. For
Fe(II)Cl4

2-, the interaction energy (∆Eint) is 44 kcal ·mol-1

larger for the singlet than for the quintet state (see Table 5),
which results almost entirely (52 kcal ·mol-1) from covalent
interactions (∆Eorbint). The sum of the Pauli repulsion (∆EPauli)
and electrostatic interactions (∆Eelstat) contributes only ca. 8
kcal ·mol-1 to this energy difference. However, the difference
in interaction energy of ca. 44 kcal ·mol-1 in favor of the
low spin-state is not sufficient to overcome the difference
in preparation energy (125 kcal ·mol-1), and as a result this
chloride complex has a high-spin ground-state. For the
Fe(II)CN6

4- complex, the interaction energy (∆Eint) is
significantly larger than that for the chloride complex (ca.
588 kcal ·mol-1 for the singlet state, see Table 5) and is ca.
338 kcal ·mol-1 larger for the low spin-state compared to
the high spin-state. Again, this difference results mainly from
the covalent interactions (∆Eorbint) which are 416 kcal ·mol-1

more favorable for the singlet state, with a much smaller
contribution (78 kcal ·mol-1) from the steric interactions (sum
of ∆EPauli and ∆Eelstat). Therefore, for the cyanide complex
the favorable difference in interaction energy is sufficiently
large to overcome the unfavorable difference in preparation
energy between the singlet and quintet, and hence a low-
spin ground-state is observed with the quintet higher in
energy by ca. 40 kcal/mol.

The interplay between the interaction energy and the
preparation energy is for these small complexes severely
unbalanced, which results in a clearly defined spin ground-
state for either of these two small complexes. Consequently,
the other DFT functionals do provide the correct ground-
state preferences. This however changes for the challenging
complexes where the interplay between interaction energy
versus preparation energy is more subtle.

For the pyridylmethylamine complexes Fe(amp)2Cl2 and
Fe(dpa)2+, both the absolute values of the interaction energies
as well as the differences of them for the three spin states is
much smaller than for the small complexes (see Table 6).
Similar to these latter complexes, also for the pyridylmethy-
lamine complexes is the preparation energy the largest for

the low-spin singlet state. For all three components of the
preparation energy (∆Edeform, ∆Elig-lig, ∆Evalexc) is the largest
value observed for the low spin-state. This larger preparation
energy for the low spin-state is counteracted by a larger
interaction energy, in a similar fashion to the small complexes
(Vide supra). The difference in interaction energy (∆∆Eint)
results again mainly from the covalent interactions (∆∆Eorbint,
192 and 206 kcal ·mol-1, see Table 6), with a smaller
contribution from the steric interactions (sum of ∆∆EPauli

and ∆∆Eelstat) of ca. 55-60 kcal ·mol-1. The more favorable
orbital interactions occur mainly in those irreps (A1 for the
small complexes, Ag here) that contain the iron d-orbitals,
which are unoccupied in the low-spin and partially occupied
in high-spin states.

The balance between the preparation of the fragments, and
the subsequent interaction between these, then determines the
actual spin state observed. Thus, for Fe(amp)2Cl2 the interaction
energy difference (∆∆Eint, see Table 6) between singlet and
quintet (131 kcal ·mol-1) is too small to overcome the difference
in preparation energy (∆∆Eprep, 140 kcal ·mol-1), and hence
this molecule has a high-spin ground-state. On the other hand,
for Fe(dpa)2+ the interaction energy difference (150 kcal ·mol-1)
is sufficiently large to overcome the unfavorable preparation
energy (∆∆Eprep, 148 kcal ·mol-1), and the molecule has a low-
spin ground-state. Therefore, the spin ground-state of these iron
complexes is determined completely by a delicate compromise19

between Hund’s rule of maximum multiplicity, which favors
high spin-states, and metal-ligand bonding that favors low spin-
states.

Conclusions

The performance of the OPBE functional has been checked
for the geometries and relaxed (adiabatic) spin-state energies
of transition-metal complexes. The performance for the
geometry was checked for the bond-lengths of transition-
metal (di)halides, which was shown68 to be representative
for a much larger and more diverse set of 32 metal
complexes. The accuracy of the OPBE bond lengths is close
to that of the best-performing DFT functionals and signifi-
cantly better than most others such as B3LYP.

The performance of OPBE for the relaxed spin-state
energies has been checked for a set of small complexes, a
set of benchmark systems where highly accurate CASPT2
energies are available as reference, and a set of challenging
complexes such as the spin-crossover compound Fe(phen)2-
(NCS)2 and pyridylmethylamine complexes. The failure of
hybrid functionals such as B3LYP and B3LYP* for these
low-spin complexes has been reported before18 and is
confirmed here, including for other (newer) functionals such
as X3LYP and M06. In contrast, the OPBE functional gives
excellent results in all cases. For the set of benchmark
systems, the difference between the reference CASPT2 data
and the OPBE energies (1-2 kcal ·mol-1) is an order of
magnitude smaller than those of other functionals (9-15
kcal ·mol-1), and it lies well within the estimated accuracy
(3 kcal ·mol-1) of the reference CASPT2 data.

In order to gain insight in the factors that determine the
spin ground-state of transition-metal complexes, the chemical
bonding for a number of iron complexes is analyzed in terms
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of an energy decomposition analysis. From this analysis, it
becomes clear that two opposing forces act on the metal,
one that prefers a high spin-state (Hund’s rule of maximum
multiplicity) which is counteracted by the metal-ligand
bonding that prefers low spin-states. The interplay between
these two opposing effects then determines the spin ground-
state of the metal-complex.
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Abstract: Phosphate chemistry is involved in many key biological processes, yet the underlying
mechanism often remains unclear. For theoretical analysis to effectively complement experimental
mechanistic analysis, it is essential to develop computational methods that can capture the complexity
of the underlying potential energy surface and allow for sufficient sampling of the configurational
space. To this end, we report the parametrization of an approximate density functional theory, the
Self-Consistent-Charge Density-Functional Tight-Binding (SCC-DFTB) method for systems containing
phosphorus. Compared to high-level density functional theory and ab initio (MP2 and G3B3) results,
the standard second-order parametrization is shown to give reliable structures for a diverse set of
phosphate compounds but inaccurate energetics. With the on-site third-order terms included, referred
to as SCC-DFTBPA, calculated proton affinities of phosphate compounds are substantially improved,
although it remains difficult to obtain reliable proton affinity for both phosphates and compounds
that do not contain phosphorus, indicating that further improvement in the formulation of SCC-DFTB
is still a challenge to meet. To make SCC-DFTB applicable to phosphate reactions in the current
(on-site-third-order-only) formulation, a “reaction-specific” parametrization, referred to as SCC-
DFTBPR, is developed based on hydrolysis reactions of model phosphate species. Benchmark
calculations in both the gas phase and solution phase indicate that SCC-DFTBPR gives reliable
structural properties and semiquantitative energetics for phosphate hydrolysis reactions. Since the
number of reaction-specific parameters is small, it is likely that SCC-DFTBPR is applicable to a
broad set of phosphate species. Indeed, for 56 reaction exothermicities and 47 energy barriers related
to RNA catalysis model reactions collected from the QCRNA database, which involve molecules
rather different from those used to parametrize SCC-DFTBPR, the corresponding root-mean-square
difference between SCC-DFTBPR and high-level DFT results is only 5.3 kcal/mol. We hope that
the parametrized SCC-DFTB models will complement NDDO based reaction-specific models (e.g.,
AM1-d/PhoT) and high-level ab initio QM/MM methods in better understanding the mechanism of
phosphate chemistry in condensed phase, particularly biological systems.

I. Introduction

Phosphorus is the one of the most abundant elements on
earth. It is part of many essential biological components such

as lipids, bones, genetic materials, energy rich molecules
(e.g., ATP), and signaling molecules (e.g., GTP).1,2 Most of
the phosphorus in living systems exists in the form of
phosphate, and the hydrolysis of phosphate is a key reaction
involved in many fundamental life processes such as energy
production and signal transduction. In molecular motors, for
example, regulation of ATP hydrolysis by the conformational
dynamics of the system is the key to the mechanochemical
coupling in these amazing “nanomachines”.3-6 Revealing
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the mechanism of phosphate hydrolysis and factors that
regulate the hydrolysis activity, therefore, is crucial to the
understanding of many essential biological processes.

Unfortunately, phosphate reactions are, in general, fairly
complex, and there are many possible reaction pathways.7-15

Which pathway dominates is expected to depend rather
sensitively on the environment.16 Experimental investigations
in this context are complicated by the fact that the interpreta-
tion of typical data, such as kinetic isotope effects and linear
free energy relations, is often not straightforward.11,12 This
explains why the precise mechanism of phosphate hydrolysis,
especially in biomolecules such as phosphatases17 and
ribozymes,18 remains controversial after many decades of
studies and debates. Theoretical studies, in principle, are
powerful in complementing experimental work for detailed
mechanistic analysis. However, phosphate chemistry poses
a major challenge to theory due to the intrinsic complexity
and sensitivity to the environment. Employing a hybrid
quantum mechanical/molecular mechanical (QM/MM) frame-
work19-23 is promising but only with a sufficiently reliable
QM method, an adequate treatment of the QM/MM interac-
tions, and a sufficient amount of conformational sampling.24,25

The importance of conformational sampling makes ap-
proximate QM methods such as semiempirical methods based
on the Neglect-of-Diatomic-Differential-Overlap (NDDO)
approximation uniquely valuable in this context. Unfortu-
nately, the popular NDDO based methods, such as MNDO,26

AM1,27 and PM3,28 in general give rather poor results for
phosphate reactions and therefore cannot be used without
improvements.29,30 Considering the importance of d orbitals
in describing the structure and energetics of phosphate
compounds, extensions have been made for MNDO31-33 and
AM134,30 to include d orbitals in the corresponding Hamil-
tonians; the extension to AM1 was done largely for specific
reactions involving phosphoryl transfers rather than a general
parametrization. Despite notable improvements35,36 and
successful applications,37-39 the general results indicate that
these methods are still not sufficiently robust for general
mechanistic studies.

One important issue relevant to the mechanistic study of
phosphate chemistry concerns the prediction of proton
affinities. In many elementary steps in the phosphate hy-
drolysis, for example, protons are transferred between the
nucleophile, the phosphate, and the leaving group; proton
transfers involving molecules in the nearby environment
(such as water molecules that may act as “proton relays”)40-42

have been proposed to play a catalytic role. Therefore,

predicting accurate, or at least balanced, proton affinities for
different reactive motifs is essential. In this regards, the
popular NDDO approaches require major improvements. In
a recent benchmark study by Range et al.,29 16 model
molecules representing the nucleophiles, phosphate com-
pounds, and leaving groups involved in biologically impor-
tant phosphoryl transfer reactions have been studied with
high level ab initio, density functional theories (DFT) and
several semiempirical methods. It was found that all semiem-
pirical methods, which include AM1, PM3, MNDO, MNDO/
d, and SCC-DFTB43 (see below), all have rather large errors
in the calculated proton affinities; the root-mean-square errors
(RMSE) are 19.1, 13.8, 27.4, 31.0, and 17.4 kcal/mol,
respectively. If it is only the proton affinity that is of interest,
simple correction schemes can be developed.29 For the
purpose of analyzing reaction mechanisms, however, more
sophisticated modifications have to be introduced.

In the past few years, our groups have been actively
pursuing the development and application of an approximate
density functional theory, the self-consistent-charge density-
functional-tight-binding (SCC-DFTB) method, originally
proposed by one of us.43 This was driven by its reasonable
balance in computational efficiency (comparable to AM1 and
PM3) and accuracy, which is essential to condensed-phase
studies. The SCC-DFTB method has been applied success-
fully to a range of problems involving biomolecules, such
as conformational energies of peptides44-47 and catalysis in
several enzymes25,48-52 Furthermore, the SCC-DFTB ap-
proach has been benchmarked for reaction energies, geom-
etries and vibrational frequencies for small molecules in
comparison to the G2 approach,53 and a large set of
experimental data for organic molecules.54,55 An empirical
dispersion correction has also been developed,56 which was
found crucial for predicting reliable nucleic acid base-
stacking interactions56 and the relative stability of R and 310

helices in proteins.57

Considering those attractive features and the fact that it is
straightforward to include d orbitals in the method (as been
done for sulfur),58 it seems natural to pursue the parametriza-
tion of SCC-DFTB for phosphorus. Another important
motivation in this regard is that SCC-DFTB has been recently
extended to include specific third-order terms,25,59-61 which
were found to dramatically improve the calculated proton
affinities. Since reliable proton affinities are important in the
mechanistic analysis of phosphate chemistry, as discussed
above, the advantage of SCC-DFTB over other semiempirical
methods becomes apparent.

Table 1. Different Sets of Parameterizations of the SCC-DFTB Approach for Phosphatea

notationb reference datac UP, O, C, H
d

D0, Γ0, Q0

Second-Order Parametrizations
2nd -order 13 small molecules (see main text) --- ---

Third-Order Parametrizations
3rd -order --- -0.07, -0.17, -0.16, -0.16 ---
SCC-DFTBPA proton affinities, 18 P-compounds -0.07,-0.20, -0.22, -0.23 -0.06,17.9, 0.86
mix-optimized proton affinities, 5 P- and 11 non-P compounds -0.10, -0.15, -0.24, -0.15 -0.08 37.5, 0.83
SCC-DFTBPR 37 phosphate reaction energetics -0.07,-0.22, -0.24, -0.08 -0.09,16.1, 0.75

a UR
d

is the Hubbard derivative defined in eq 3; D0, Γ0, and Q0 are Gaussian parameters defined in eq 4. b The notations are used in all
tables. c “P-compounds” indicate phosphorus containing compounds; “non-P compounds” indicate compounds that do not contain
phosphorus. For the list of compounds, see Tables 3 and 4.
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In this work, we report the parametrization of SCC-DFTB
for phosphorus. Two sets of parameters have been developed,
which work better for proton affinities of phosphate com-
pounds and the hydrolysis reactions of phosphates, respec-
tively, as compared to high-level ab initio calculations. With
the current SCC-DFTB model, which includes on-site third-
order contributions (vide infra), it seems difficult to describe
both classes of properties with high accuracy using a single
set of parameters, and the precise reason is under investiga-
tion. In the next section, we briefly summarize the SCC-
DFTB methodology and the procedures for parametrization.
We then present data from the parametrization process and
discuss trends in the results, which are followed by additional
benchmark calculations of gas-phase models, which have
been studied by York et al.62 using high-level ab initio
calculations as well as solution calculations with a QM/MM
framework. Finally, we draw a few conclusions. In a separate
publication, we further test the robustness of the model in
the context of phosphate hydrolysis in solution and enzymes
using SCC-DFTB/MM simulations. A brief summary on the
performance of the parametrization and the application to
ATP hydrolysis in the molecular motor myosin has been
reported recently.5

II. Computational Methods

In this section, we first briefly review the formulation of
SCC-DFTB as used in the parametrization for phosphorus.
We then present details regarding the parametrization
procedure and additional benchmark systems for further
validating the fitted parameters.

A. Theory: SCC-DFTB. As described in detail in several
previous publications,43,63 the standard SCC-DFTB approach
is based on a second-order expansion of the density
functional theory energy around a reference density, F0

E)∑
i

occ

〈Ψi|Ĥ
0|Ψi〉 +

1
2 ∫∫′ ( 1

|rb- rb′|
+

δ2Exc

δFδF′ |F0
)δFδF′-

1
2 ∫∫′ F0′F0

|rb- rb′|
+Exc[F0]-∫Vxc[F0]F0 +Ecc (1)

where Ĥ0 ) Ĥ[F0] is the effective Kohn-Sham Hamiltonian
evaluated at the reference density F0, and the Ψi are
Kohn-Sham orbitals. Exc and Vxc are the exchange-correla-
tion energy and potential, respectively, and Ecc is the
core-core repulsion energy. With a minimal basis set, a
monopole approximation for the second-order term and the
two-center approximation to the integrals, the SCC-DFTB
total energy is given in the following form

E)∑
iµν

cµ
i cν

i Hµν
0 + 1

2∑R�
γR�∆qR∆q� +

1
2∑R�

U[RR�;F0
R, F0

�]

(2)

where cµ/ν
i are orbital coefficients, ∆qR/� are the Mulliken

charges on atom R/�, and γR� is the approximate second-
order kernel derived based on two interacting spherical
charges. The last pairwise summation gives the so-called
repulsive potential term, which is the core-core repulsion
plus double counting terms and defined relative to infinitely
separated atomic species.

As discussed in our recent work,25,59-61 it was found that
further including the third-order contribution can substantially
improve calculated proton affinity for a set of biologically
relevant small molecules, even with only the on-site terms
included. Since proton affinity is of great relevance to
phosphate chemistry, as emphasized above, we choose to
adopt the same formulation. The corresponding expression
for the SCC-DFTB total energy is25,59,61

E)∑
iµν

cµ
i cν

i Hµν
0 + 1

2∑R�
γR�∆qR∆q� +

1
2∑R�

U[RR�;F0
R, F0

�]+

1
6∑R UR

d∆qR
3 (3)

where UR
d

is the derivative of the Hubbard parameter of atom
R with respect to atomic charge. In our recent study,61 UR

d

is regarded as a fixed parameter for each element type; in
other words, the Hubbard parameter is taken to be linearly
dependent on the atomic charge. For phosphorus containing
compounds, a complicating factor is that the oxygen atoms
on the phosphorus tend to be highly charged, thus the linear
charge dependence of the Hubbard parameter may no longer
be valid. To take this deviation from the linear behavior into
account, we add an additional charge dependent term to the
Hubbard charge derivative; i.e.

UR
d(q))U0R

d +D0exp[-Γ0(∆qR-Q0)
2] (4)

where the charge-independent parameter (U0R
d

) is dependent
on the element type, whereas the three parameters associated
with the Gaussian (D0, Γ0, Q0) are taken to be independent
of element type to minimize the number of parameters. The
choice of the Gaussian functional form is entirely empirical
and designed to avoid undesired behavior of the Hubbard
derivative for large charges.

B. Reference Systems and Parameter Fitting. To pa-
rametrize an effective SCC-DFTB approach for phosphorus
compounds and phosphate chemistry, the parametrization
procedure is divided into several stages. First, the atomic
properties (basis functions, zero-order Hamiltonian matrix
elements, Hubbard parameter) for P are derived based on a
set of rather well-defined protocols involving atomic
calculations.43,63 The pairwise repulsive potentials between
P and O, N, C, H for a second-order SCC-DFTB approach
are then fitted based on small molecule compounds and
B3LYP calculations. With these parameters held fixed, the
Hubbard derivatives are then fitted based on more specific
properties such as proton affinity or phosphate hydrolysis
reaction energetics. With the current third-order formulation,
it seems difficult to develop a single set of Hubbard
derivatives to simultaneously produce reliable proton affini-
ties and phosphate hydrolysis energetics (see below). There-
fore, two sets of Hubbard derivative parameters have been
developed based on proton affinity and phosphate hydrolysis
reactions, respectively; for clarity, they are referred to as
SCC-DFTBPA and SCC-DFTBPR, respectively (see Table
1). The phosphate hydrolysis set of parameters is further
tested with additional benchmark calculations using results
from the QCRNA database established by the York group.62

These gas-phase calculations are finally supplemented with
potential of mean force calculations for monophosphate ester
hydrolysis in solution with SCC-DFTBPR/MM simulations.
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1. Atomic Properties and RepulsiVe Potentials. Since the
parametrization procedure for SCC-DFTB has been reported
in detail in previous articles for several elements,43,63 we
only include a very short description here. The atomic
properties include the Slater basis functions, the reference
density (F0), and the chemical hardness (Hubbard) parameter;
these are determined based on atomic DFT calculations with
an in-house program TWOCENT. Once these are established,
other quantities such as the second-order kernel γAB can be
determined.43,63 The matrix elements for the effective
Kohn-Sham Hamiltonian with the reference density can also
be calculated and tabulated; the exchange-correlation func-
tional used is the one of Perdew, Burke, and Ernzerhof
(PBE).64

For the repulsive potential, U[RR�; F0
R
, F0

�
], five different

pairs need to be derived (P-P and P-O/N/C/H). Accord-
ingly, several small molecules are chosen, and full DFT
(B3LYP65-67/6-311G**) calculations are calculated as a
function of specific bond distances. The repulsive potential
is then calculated as the difference between the full DFT
potential energy curve and the electronic contribution from
SCC-DFTB at the same structures

U[RR�;F0
R, F0

�]) [EDFT(RR�)-EDFT(∞)]-

∑
iµν

cµ
i cν

i Hµν
0 (RR�)- 1

2∑R�
γR�∆qR∆q� (5)

The repulsive potential is fitted into a cubic spline and
truncated to zero in the 2.2-3.2 Å range. The specific
molecules used for parametrizing different repulsive poten-
tials are as follows: PH3, PCH, HPCH2, H2PCH3, PN, HPNH,
H2PNH2, P2, HPPH, H2PPH2, OPH, H3PO4, and H4PO5

-
.

2. Hubbard DeriVatiVe Related Parameters. Similar to our
recent work on using third-order terms to improve SCC-
DFTB proton affinities,25,59 the Hubbard derivative related
parameters are optimized using a Genetic Algorithm68,69 by
minimizing the penalty function defined as

�)
Σiwi(Yi

ref - Yi
SCC)2

Σiwi
(6)

where the summation is over all properties of interest in a
particular optimization set (see below), wi is the weight of a
specific property, and Yi

ref/Yi
SCC are the values of the i-th

property from reference calculation (see below) and SCC-
DFTB calculation with a specific set of Hubbard derivative
related parameters (U0R

d
, D0, Γ0, Q0), respectively. During the

Genetic Algorithm (GA) optimization, the properties of
interest include proton affinities/reaction energetics and the
root-mean-square gradient (GRMS) of the molecule at the
reference geometry, addressing both energetic and structural
information; the corresponding weights in � are 10 and 1,
respectively. The micro-GA technique68 is applied with a
population of 10 chromosomes for 100 generations with
uniform crossovers.

SCC-DFTBPA: Proton Affinity of Phosphate Compounds.
Eighteen phosphate species of biological relevance (see Table
3) are chosen as the reference system to optimize the
Hubbard derivative related parameters. A subset of these
molecules was used as benchmark systems in the previous
work of Range et al.,29 who found that all semiempirical
methods including the standard SCC-DFTB have significant
systematic errors. As the high-level reference, geometries
are optimized at the B3LYP/6-31G(d) level, and the
energetics are obtained at the G3B370 level. Benchmark
calculations by Range et al.29 showed that this combination
gives systematically reliable energetics compared to experi-
mental values. For the purpose of making a comparison and
establishing a less expensive reference level for the subse-
quent parametrization involving larger molecules, MP2 with
the G3Large basis set is also carried out; the G3Large was
modified based on the 6-311+G(3df,2p) basis set for G371

calculations.
Rigorously speaking, the proton affinity of molecule A-

is the negative of the enthalpy change for the gas-phase
reaction A-(g)+H+ (g) f AH(g) at the room temperature,
which involves thermal vibrational contributions. To avoid
a large number of vibrational calculations in the parametriza-
tion process, we consistently consider only the potential
energy contribution in both the reference calculations and
SCC-DFTB calculations during the GA optimization. An-
other subtle point is that the energy of proton in SCC-DFTB
is not zero due to the definition of the repulsive potential in
the total energy expression;63 however, once a value (141.8
kcal/mol) is selected, the results are consistent among all
SCC-DFTB calculations.

To test if the parameters optimized based on phosphate
proton affinities are transferrable to non-phosphate com-
pounds, a set of 11 small molecules including water, alcohols,
and carboxylic acids are also considered. A set of Hubbard
derivative parameters are optimized based on the proton
affinities of both phosphate and non-phosphate molecules,
although the result is rather disappointing (see below), which
suggests that further improvements in the SCC-DFTB
formalism are needed to predict accurate proton affinities
for a broad range of molecules that include both second and
third row elements.

SCC-DFTBPR: Phosphate Hydrolysis. As discussed above,
a balanced treatment for the proton affinities of phosphate,
the nucleophile, and the leaving group is required (but not
sufficient) for a reliable description of phosphate hydrolysis
reactions. Since this seems difficult to achieve even with the
third-order extension of SCC-DFTB, we choose to pursue a

Table 2. Errors in Structural Properties of Different
Parameterizations of the SCC-DFTB Approach for
Common Phosphate Compoundsa

geometrical
parameterb second-order SCC-DFTBPAc SCC-DFTBPR

P-O (Å) 0.03 0.04 0.03
O-P-O (°) 1.8 1.9 1.7

a The root-mean-square (rms) errors are calculated relative to
those from B3LYP/6-31+G(d,p) calculations. b In total, 10
common phosphate compounds are included in the analysis
(including MMP/DMP-water complexes, pentavalent intermediate
structures for the hydrolysis of MMP/DMP, different protonation
states for phosphoric acid, models for ADP and ATP). For
selected structures, see Figure 1. c With SCC-DFTBPA, the
pentavalent intermediate for MMP hydrolysis is not stable as an
intermediate, and geometry optimization leads to the reactant
state.
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more pragmatic avenue by fitting the Hubbard derivative
parameters based on results for a set of representative
phosphate hydrolysis reactions. The underlying assumption
is that errors in the proton affinity of different species can
cancel out to yield satisfactory reaction energies. An ad-
ditional advantage of using reaction properties for param-
etrization is that both reaction energy and barrier can be taken
into account. We emphasize that the number of parameters
is rather small, which include five U0R

d
values for P, O, N,

C, H and three element-independent Gaussian parameters,
D0, Γ0, Q0. Therefore, we hope that parameters optimized
based on phosphate hydrolysis are reasonably transferrable
to other phosphate reactions with similar characteristics, such
as phosphoryl transfer reactions; this will be tested with the
additional benchmark calculations discussed below.

The reference reactions include the hydrolysis of dimethyl
monophosphate ester (DMP) and monomethyl monophos-
phate ester (MMP) with different protonation states (see
Table 5). Several considerations account for this choice. First,
the hydrolysis of MMP and DMP are basic models8,72 for
the hydrolysis of nucleotides (e.g., ATP, GTP) and the
scission reactions in many ribozyme systems, respectively.
Second, different protonation states for the reactant stress
the effects due to pH changes or pKa shifts induced by the
macromolecular environment, which may have important
biological implications.42 For instance, the phosphorane
intermediate is a short-lived species with -2 charge; for the
neutral and monoanionic species, the lifetime is long enough

for pseudorotation.73-75 Finally, the small size of DMP and
MMP allows us to perform relatively high-level ab initio
calculations as reference.

Regarding the reaction mechanism, both dissociative and
associative mechanisms are considered. In addition, pathways
that involve water-assisted proton transfers, which have been
proposed to be important for at least the dissociative
mechanism,40 are also included. All together, 37 gas-phase
reaction energies (18 of which are energy barriers) involving
47 structures are included as the reference set; 15 reaction
energies are based on MMP model reactions (8 energy
barriers), and the remaining 22 are from DMP reactions with
10 energy barriers. Despite the relatively small size of the
DMP and MMP systems, it is impractical to carry out G3B3
calculations. Instead, B3LYP/6-31+G(d,p) geometries and
MP2/G3Large single point energies are used as reference.
For all energy calculations, no zero-point correction or
vibrational contribution has been included.

C. Benchmark Calculations. 1. Geometrical Param-
eters. To test the performance of the different SCC-DFTB
parametrization on structural properties, a series of common
phosphate compounds are studied, and the optimized gas-
phase geometries are compared to those from B3LYP
calculations with the 6-31+G(d,p) basis set. The list of
compounds include inorganic phosphate with different pro-
tonation states (H3PO4, H2PO4

-, HPO4
2-, and PO4

3-), mono-

Table 3. Comparison of Proton Affinities from Different Parameterizations of SCC-DFTB and ab Initio Methods for 18
Phosphorus Containing Molecular Systemsa

SCC-DFTBd

moleculesb G3B3 MP2c 2nd-order 3rd-order SCC-DFTBPA

H3PO4 334.0 -1.5 27.3 13.7 5.0
H2PO4

- 463.6 -1.1 36.7 15.2 1.9
DMPHe 336.2 -1.5 19.9 9.7 2.9
MMPe 336.7 -1.6 22.2 10.3 2.4
MMP-e 460.5 -1.2 31.7 14.2 3.5
PH3OH 201.6 -2.0 1.6 -2.0 -2.9
PH2OHOH 201.6 -1.9 7.4 1.6 0.1
PHOHOHOH 200.8 -1.7 14.7 6.9 4.6
PH2(OH)dO 336.6 -1.6 13.2 4.9 -1.9
PH(OH)(OH)dO 334.7 -1.5 20.9 9.9 2.0
P(O)(OH)(-O-CH2CH2-O-) 336.3 -1.7 18.0 7.5 1.0
P(OH)(OH)(-O-CH2CH2-O-)(OH*) 359.0 -2.0 6.9 7.6 0.8
P(OH*)(OH)(-O-CH2CH2-O-)(OH) 350.4 -1.7 16.8 5.7 -2.3
P(OH*)(OH)(-O-CH2CH2-O-)(OCH3) 351.2 -1.6 12.0 2.3 -5.4
P(OH)(OCH3)(-O-CH2CH2-O-)(OH*) 359.6 -1.9 6.3 -3.5 -0.4
P(OH*)(OCH3)(-O-CH2CH2-O-)(OH) 353.0 -1.7 13.7 3.9 -3.9
P(OH)(OH)(OH)(OH*)(OH)_ax 357.3 -1.8 14.2 10.8 4.2
P(OH)(OH)(OH)(OH*)(OH)_eq 347.0 -1.9 24.2 -18.5 -1.1

Error Analysisf

MAXE -2.0 36.7 -18.5 -5.4
RMSE 1.7 19.3 9.5 3.0
MUE 1.7 17.1 8.2 2.6
MSE -1.7 17.1 5.6 0.6

a The proton affinity (PA) of A- is defined as the negative of the enthalpy change for the gas-phase reaction A(g)
-+H(g)

+fAH(g). In the
current calculations, 0 K electronic energies instead of the room temperature enthalpy are used without zero point energy correction. All
quantities are given in kcal/mol. For G3B3, such calculated PA values are given; for all other methods, the errors relative to G3B3 results
are given (positive error indicates overestimation). b All molecules correspond to the protonated species (AH). Asterisk “*”, “ax” (axial), and
“eq” (equatorial) are used to identify the acidic proton. c The basis set used is G3Large, which is a basis set used in the G3 method (see
http://chemistry.anl.gov/compmat/g3theory.htm). d See Table 1 for the notations used to label different parametrizations of the SCC-DFTB
approach. As discussed in previous studies, a value of 141.8 kcal/mol is included to account for the self-interaction energy of the H atom.
e “DMPH” refers to dimethyl hydrogen phosphate; “MMP” refers to P(O)(OH)(OH)(OCH3); “MMP-” refers to P(O)(O)(OH)(OCH3)-. f MAXE:
largest error; RMSE: root-mean-square error, defined as <(err)2>1/2; MUE: mean unsigned error; MSE: mean signed error.

Phosphate Hydrolysis Reactions J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2071



phosphate esters (MMP, DMP), diphosphate ester (model
ADP, see Figure 1), and triphosphate ester (model ATP, see
Figure 1).

2. Additional Phosphate Hydrolysis Reactions. As ad-
ditional benchmark systems for the newly parametrized SCC-
DFTBPR, all (19) RNA model reactions with the overall
charge of -1 are selected from the QCRNA database
established by the York group;62 these include 56 reaction
energies and 47 barriers. These systems were consistently
calculated at the B3LYP/6-311++G(3df,2p) level for
energy and B3LYP/6-31++G(d,p) for structure by the York
group. Both single point energy calculations and geometry
optimizations are carried out at the SCC-DFTBPR level; for
transition states, only single point energies are considered.
Dipole moments are also compared. In a separate study,76

selected pseudorotation barriers at the SCC-DFTBPR level
are also compared to the QCRNA database, for which good
agreement is found.

3. Explicit SolVent Simulations with SCC-DFTBPR/
MM. Finally, to supplement the gas-phase calculations,
potential of mean force simulations are carried out with SCC-
DFTBPR/MM to investigate if the parametrized model works
in an explicit condensed-phase environment. This is an
important test since the ultimate goal is to use SCC-DFTBPR
in enzyme simulations (for an initial application, see ref 5).

The specific reaction studied is the first step for the
hydrolysis of MMP in water. The stochastic boundary
condition77 is used as the simulation protocol. The MMP
molecule is solvated with a water droplet of 22 Å radius.
Only MMP and the lytic water are treated with SCC-
DFTBPR, while the rest of the water molecules are described
with the modified version of TIP3P78,79 in CHARMM.80 The
van der Waals parameters for the atoms in MMP are taken
from the CHARMM force field for lipid81 without further
optimization. The importance of QM van der Waals param-
eters in QM/MM simulations has been discussed in previous

Table 4. Different Performances for SCC-DFTB Including on-Site Third-Order Terms for Non-Phosphorus Compounds and
Phosphate Speciesa

SCC-DFTBb

molecules G3B3 2nd-order 3rd-order mix-optimized 3rd-order

Non-Phosphorus
water 398.4 26.5 -5.4 (1.3) 1.0 [-13.9]
methanol 392.6 4.5 -6.3 (-4.0) -8.3 [-13.1]
ethanol 388.3 8.7 -2.8 (-0.5) -4.3 [-9.3]
propanol 387.6 7.9 -3.5 (-1.1) -4.8 [-9.8]
2-propanol 385.6 11.5 -0.5 (1.8) -1.4 [-6.5]
formic acid 351.2 11.9 3.1 (4.2) -0.9 [-6.8]
acetic acid 355.1 11.3 1.6 (2.9) -2.8 [-8.4]
propanoic acid 354.5 11.2 1.9 (3.1) -2.5 [-8.0]
phenol 356.7 5.5 0.2 (1.1) -2.6 [-5.8]
p-methylphenol 357.9 4.6 -0.4 (0.4) -3.1 [-6.2]
p-nitrophenol 334.6 0.9 -5.4 (-4.4) -5.8 [-12.0]
CH2(OH)2 374.8 11.7 1.3 (3.4) -4.7 [-10.1]
CH2(OH)(OCH3) 377.2 5.1 -1.1 (0.0) -3.4 [-8.4]
CH(OH)3 361.9 18.0 3.7 (5.9) -1.8 [-7.2]
CH(OCH3)2OH 365.7 9.5 2.5 (3.6) -0.4 [-5.7]

Error Analysis
MAXE 26.5 -6.3 (5.9) -8.3 [-13.9]
RMSE 11.6 3.2 (3.0) 3.8 [9.1]
MUE 9.9 2.6 (2.5) 3.2 [8.7]
MSE 9.9 -0.7 (1.2) -3.1 [-8.7]

Phosphate
H3PO4 334.0 27.3 13.7 8.5 [1.6]
H2PO4

- 463.6 36.7 15.2 8.7 [3.7]
DMPH 336.2 19.9 9.7 5.0 [1.7]
MMP 336.7 22.2 10.3 5.2 [0.1]
MMP- 460.5 31.7 14.2 10.1 [6.1]
PH3OH 201.6 1.6 -2.0 -2.0 [-3.0]
PH2OHOH 201.6 7.4 1.6 1.6 [-1.0]
PHOHOHOH 200.8 14.7 6.9 6.5 [3.0]
PH2(OH)dO 336.6 13.2 4.9 0.1 [-3.6]
PH(OH)(OH)dO 334.7 20.9 9.9 4.7 [-0.8]

Error Analysis
MAXE 36.7 15.2 10.1 [6.1]
RMSE 22.1 10.0 6.1 [3.0]
MUE 19.6 8.8 5.2 [2.5]
MSE 19.6 8.4 4.8 [0.8]

a The PA values and errors (in kcal/mol) are defined in the same manner as in Table 3. b See Table 1 for the notations used to label
different SCC-DFTB approaches. The values in parentheses are obtained using a third-order approach optimized in ref 59 based on 32
non-phosphorus compounds. For the “mix-optimized 3rd-order” set, both non-phosphorus and phosphate molecules (shown in italics) are
included to attempt to optimize a set of third-order parameters that work for both classes of molecules, although the results are not
satisfying (see text). The numbers in brackets are based on the phosphate hydrolysis reaction parameter set (SCC-DFTBPR).
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studies,82 and it was argued that in some cases allowing the
van der Waals parameters to vary during the reaction can
be important,83 which we examine briefly here using the
MMP system as an example (vide infrra).

Both the associative and dissociative mechanisms (see
Scheme 1) are considered, and the according potentials of
mean force surfaces are calculated with umbrella sampling.84

For the associative mechanism, the P-ONu distance and the

antisymmetric stretch describing the proton transfer from
the lytic (nucleophilic) water to phosphate are defined as the
reaction coordinates. For the dissociative mechanism, the
reaction coordinates include the P-OLg distance (where OLg

is the oxygen atom of the leaving group, which is methanol
in the current case) and the antisymmetric stretch that
describes the intramolecular proton transfer between the
protonated oxygen of MMP and OLg. In both cases, the

Table 5. Comparison of Exothermicity and Barrier Height from SCC-DFTB and High-Level Ab Initio Calculations for 37
Elementary Steps in the Hydrolysis of MMP and DMPa

processb ab initio SCC-DFTB single point SCC-DFTBPR optimizationi MP2//SCC-DFTBPRj

com1fts1 (MMP,B) 31.0c/-1.7d -0.9e/-3.0f/0.4g/3.1h 1.1 -0.9
com1fint1 (MMP,E) 30.6/-1.4 -2.1/-2.2/0.7/2.1 1.4 -0.8
com1fts1_2 (MMP,B) 41.5/-2.1 1.2/-0.3/2.4/5.3 -3.4 -1.6
com1fint1_2 (MMP,E) 31.0/-1.1 -4.4/-0.6/1.6/3.1 1.9 -0.1
int1_2fts2_1 (MMP,B) 11.9/-2.0 -2.5/-2.1/-3.3/-2.3 -k

int1_2fts2_2 (MMP,B) 3.6/0.1 -5.4/-5.0/-5.2/-5.0 0.3 6.1
int1_2fcom2 (MMP,E) -28.8/-0.9 2.5/0.6/0.2/0.4 -0.4 -0.8
com1fdiss_tsa (MMP,B) 36.8/-4.2 4.7/4.0/2.4/4.8 2.6 0.2
com1fdiss_int (MMP,E) 19.6/-6.4 -7.1/-6.0/-3.5/-2.8 -2.9 -1.0
com1_w2fts1_2_w2 (MMP,B) 39.9/-2.1 -8.2/-9.4/-6.1/-3.7 -5.4 -2.5
com1_w2fint1_2a_w2 (MMP,E) 28.0/0.8 -5.4/-2.5/-1.2/0.8 0.2 -1.1
int1_2a_w2fint1_2_w2 (MMP,E) 0.4/-1.7 0.4/0.7/1.2/1.0 1.7 1.5
int1_2_w2fts2_0_w2 (MMP,B) 11.4/-0.5 -3.7/-7.3/-5.2/-3.8 -7.3 -1.1
com1_dafts1_da (MMP,B) 55.0/-8.4 -22.5/-12.3/-9.2/-10.1 -8.9 0.0
com1_dafint_da (MMP,E) 4.5/-2.0 -2.9/-0.7/-1.8/-0.4 -12.1 -1.5
com1fts1 (DMP,B) 38.6/-1.4 -0.9/-4.1/-0.8/3.1 -1.6 0.8
com1fint1 (DMP,E) 35.4/-0.2 -5.6/3.1/-0.5/0.2 -0.5 0.6
int1fint1_2 (DMP,E) 1.3/-0.7 -3.0/-0.9/-0.9/0.1 -4.0 2.0
int1_2fts2 (DMP,B) 0.6/-0.5 0.5/-0.1/-0.6/-0.6 -0.5 -1.6
int1_2fcom2 (DMP,E) -35.2/-0.7 7.1/4.6/4.9/4.2 7.0 -1.3
n_com1fn_ts3 (DMP,B) 33.6/-1.4 4.9/4.3/1.0/3.5 1.2 -0.4
n_com1fn_int1 (DMP,E) 13.2/0.4 -3.7/-0.8/0.4/1.1 0.1 0.1
n_int1fn_ts4 (DMP,B) 22.9/-1.6 6.4/4.9/2.0/4.2 0.9 1.0
n_int1fn_com2 (DMP,E) -15.8/-1.9 2.6/0.5/0.9/0.6 0.0 0.0
DMP_Pfdiss_ts (DMP,B) 40.9/-2.9 11.8/9.4/5.5/7.2 6.1 -0.8
DMP_Pfdiss_prod (DMP,E) 28.2/-3.8 0.6/-2.1/-2.7/-2.9 -2.6 -1.2
diss_prod2fdiss_ts2 (DMP,B) 13.5/0.7 13.4/13.0/7.5/11.7 8.4 -0.5
diss_prod2fMMP_P (DMP,E) -29.8/3.6 0.8/2.8/2.6/3.6 2.8 0.2
diss_w_reacfdiss_w_ts (DMP,B) 20.9/-2.3 5.9/3.4/-0.2/2.0 -0.1 -0.4
diss_w_reacfdiss_w_prod (DMP,E) 18.4/-2.6 4.8/1.2/-2.5/-1.3 -2.0 -0.3
diss_w_prod2fdiss_w_ts2 (DMP,B) 1.9/0.2 2.5/2.7/1.1/3.7 1.8 -0.8
diss_w_prod2fdiss_w_reac2 (DMP,E) -21.0/2.7 -2.9/0.5/0.9/1.5 0.4 0.3
n_w_com1fn_w_ts3 (DMP,B) 28.2/-1.8 -3.0/-2.3/-4.8/-2.0 - -
n_w_com1fn_w_int1 (DMP,E) 13.1/1.0 -4.2/-1.3/0.0/0.7 -3.1 -0.5
n_w_int1fn_w_int2 (DMP,E) -0.5/0.5 0.3/0.5/0.7/1.1 0.4 0.3
n_w_int2fn_w_ts4 (DMP,B) 15.1/-2.3 1.8/-0.5/-4.0/-2.3 - -
n_w_int2fn_w_com2 (DMP,E) -13.0/-2.0 1.2/-1.0/-0.4/-2.0 -1.3 0.6

Error Analysisl

MAXE -8.4 -22.5/13.0/-9.2/11.7 -12.1 6.1
RMSE 2.5 6.1/4.6/3.3/3.9 4.0 1.4
MUE 1.9 4.4/3.3/2.4/2.9 2.8 1.0
MSE -1.4 -0.4/-0.4/-0.4/0.8 -0.5 -0.2

a No zero-point corrections are included in either exothermicity or barrier heights. All quantities are given in kcal/mol. b The processes are
labeled in the following manner: e.g., “com1fts1 (MMP,B)” refers to the reaction from the reactant “com1” to the transition state “ts1”,
“MMP” in the parentheses refers to the monomethyl monophosphate ester model system, “B” in the parentheses stands for “Barrier”.
Similarly, “com1fint1 (DMP,E)” refers to the reaction from the reactant “com1” to the intermediate “int1”, “DMP” refers to the dimethyl
diphosphate ester model system, and “E” stands for “Exothermicity”. For the structures, see Figure S1 in the Supporting Information. c The
number before the slash refers to the MP2/G3Large single point calculation based on the B3LYP/6-31+G** optimized structures. For more
details about the G3Large basis set, see http://chemistry.anl.gov/compmat/g3theory.htm. d The number after the slash refers to the energy
difference between the B3LYP result and the MP2/G3Large single point calculation at the B3LYP structure. e The difference between the
standard (second-order) SCC-DFTB and MP2/G3Large single point energies at the B3LYP/6-31+G(d,p) structures. f The difference between
the default 3rd-order SCC-DFTB and MP2/G3Large single point energies at the B3LYP/6-31+G(d,p) structures. g The difference between
SCC-DFTBPR and MP2/G3Large single point energies at the B3LYP/6-31+G(d,p) structures. h The difference between the “mix-optimized
3rd-order” SCC-DFTB and MP2/G3Large single point energies at the B3LYP/6-31+G(d,p) structures. i The difference between fully
geometry-optimized SCC-DFTBPR energies and MP2/G3Large single point energies at the B3LYP/6-31+G(d,p) structures. j The difference
between MP2/G3Large single point energies at the SCC-DFTBPR structures and those at the B3LYP/6-31+G(d,p) structures. k As
discussed in the main text and illustrated in Figure 2, only one transition state is found at the SCC-DFTBPR level. l The errors are defined in
the same manner as in Table 3. For the entry for “ab initio”, the errors are for the B3LYP/6-31+G(d,p) energies relative to the MP2/
G3Large results.
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antisymmetric stretch is defined as the distance of donor-
proton minus the distance of acceptor-proton. Based on the
defined reaction coordinates, two-dimensional potential of
mean force (PMF) in solution are generated using umbrella
sampling; for comparison, two-dimensional potential energy
surface (PES) in the gas phase are also calculated using

adiabatic mapping. A technical point is that the O-H bond
in MMP needs to be constrained in calculations for the
associative mechanism; otherwise, the proton of MMP is
transferred back to the nucleophilic water as the latter
transfers its proton to the unprotonated oxygen in MMP. In
the umbrella sampling calculations, 122 and 108 windows
are used for the associative and dissociative mechanisms,
respectively, where each window includes 50 ps of MD
simulations. The data from umbrella sampling are combined
using the Weighted Histogram Analysis Method (WHAM)
approach.85

Nonbonded interactions (electrostatic and van der Waals)
are calculated without cutoffs. The bulk electrostatics are
considered via GSBP86,87 with an 24 Å inner region, which
includes an additional 2 Å buffer region. The generalized
reaction field matrix is evaluated using 400 spherical
harmonics with an outer region dielectric constant of 80.
Thermal collisions due to the bulk are included in the outer
2 Å of the 22 Å water sphere via Langevin dynamics,88 and
the Langevin atom list is heuristically updated during the
simulation. A 1 fs time step is used, and the temperature is

Figure 1. Selected structures included in the SCC-DFTB parametrization protocol optimized at different levels. The first four
are involved in the hydrolysis of small phosphate molecules, and the last two are models for ADP and ATP, respectively. Values
without parentheses are from B3LYP/6-31+G** calculations; values with parentheses are from SCC-DFTBPR; values with
brackets are from SCC-DFTBPA; values with curly brackets are from second-order SCC-DFTB parametrization. See Table 1 for
the notation of different SCC-DFTB parametrizations. Distances are in Å, angles in degrees.

Scheme 1
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maintained at 298 K. Bonds involving hydrogen are con-
strained with the SHAKE algorithm89 except for those
involved in the proton transfer.

III. Results and Discussions

In this section, we first briefly go over results for the
structural properties of common phosphate compounds and
then focus on the performance of the third-order parametri-
zations for proton affinities and hydrolysis reactions. Some
of the gas-phase benchmark results are summarized in the
first application of SCC-DFTBPR/MM although without
detailed discussions.5

A. Structural Properties. As shown in Table 2, the
structures of common phosphate compounds are well repro-
duced by all three parametrizations of the SCC-DFTB model.
The bond distances and bond angles have an rms error in
the range of 0.03 Å and 1.8 degrees, respectively. The results
are equally impressive for species with rather complex
electronic structures, such as “ADP/ATP” and pentavalent
intermediate involved in the associative pathways of hy-
drolysis (see Figure 1). For the bridging P-O bonds in the
model ADP and ATP species, the values from second-order
SCC-DFTB agree better with B3LYP results, while both
SCC-DFTBPR and SCC-DFTBPA tend to underestimate the
distances. For most geometrical parameters, any one of the
SCC-DFTB models can be used to give satisfying results.
Hydrogen-bonding distances have larger errors, as illustrated
in Com1_MMP and Com1_DMP in Figure 1, although this
is not unique to phosphate species.61,82

B. SCC-DFTBPA: Proton Affinities. For the 18 phos-
phorus containing species, large errors are seen in the gas-
phase proton affinities with the standard second-order SCC-
DFTB parametrization (see Table 3). The largest error is 36.7
kcal/mol for H2PO4

-, which is not unexpected for a highly
charged species in the gas phase. The root-mean-square-error
(RMSE) is 19.3 kcal/mol, similar to those reported for the
second-order SCC-DFTB and other semiempirical methods
in the previous study.29 With the on-site third-order terms,
even without specific parametrization, the errors in the proton
affinity reduce dramatically as also seen in our recent analysis
for non-phosphate compounds (also see Table 4).61 The
largest error becomes -18.5 kcal/mol, and the RMSE is cut
nearly in half to 9.5 kcal/mol. With further optimizations,
the results become very good with the largest error of -5.4
kcal/mol and RMSE of merely 3.0 kcal/mol. Similar to the
observations in previous analysis, the Mulliken charges on
the phosphate oxygen atoms are substantially modified with
the third-order terms, which is related to the reduced error
in proton affinity. Take MMP as an example. The Mulliken
charges on the acidic oxygen atom are -0.566 and -0.816
before and after deprotonation, respectively, with the second-
order SCC-DFTB; the corresponding values are -0.710 and
-0.895, respectively, with the optimized third-order SCC-
DFTB.

Despite these encouraging results, difficulties arise when
we attempt to optimize the current third-order formulation
for both phosphorus-containing compounds and species
without phosphorus. The situation is illustrated in Table 4.
Although the RMSEs for both classes of compounds seem

to be reasonable, 3.8 and 6.1 kcal/mol for the non-
phosphorus- and phosphorus-containing compounds, respec-
tively, the signs of error are opposite. For non-phosphorus
compounds, the proton affinity is typically underestimated
by a few kcal/mol, while the trend is the opposite for
phosphorus-containing species. This is alarming because
error will accumulate for reactions between, for example, a
non-phosphorus nucleophile and a phosphate compound,
which suggests that the calculated reaction energetics are
likely poor (see discussions below). With the SCC-DFTBPR
parameter set, the errors in the proton affinity follow the same
trend: the non-phosphorus- and phosphorus-containing com-
pounds tend to have errors of opposite signs.

The origin for the different trends is not clear, and an
interesting observation is that different optimal Hubbard
derivatives for oxygen (UO

d ) apply to two classes of com-
pounds. The computed UO

d based on atomic calculations is
-0.17; the optimized value based on the proton affinity for
32 non-phosphorus compounds and 18 phosphorus-contain-
ing compounds is -0.14 and -0.20, respectively. The
variation toward different directions indicates some intrinsic
differences between the two classes of compounds although
the precise origin is not clear; further improvements in the
SCC-DFTB formalism, such as including the off-site third-
order terms and the treatment of polarization, are likely
required.

C. SCC-DFTBPR: Phosphate Hydrolysis Reactions.
The hydrolysis of MMP and DMP molecules have been
studied by a number of groups using different ab initio and
DFT methods,11,16,40,90-95 and the role of additional water
as proton relay has been discussed for the dissociative40

pathway. Our present calculations, which also include the
hydrolysis of DMP in different protonation states and the
effect of additional water in associative pathways, are largely
consistent with previous studies. Overall (see Table 5 for
energetics and the Supporting Information for structures),
the barriers for DMP and MMP hydrolysis are rather similar
and show a weak dependence on the protonation state; e.g.,
the barrier for the protonated form of DMP (charge neutral)
in the gas phase is lower than that of the anionic species by
∼5 kcal/mol along the associative pathway, and the ad-
ditional water helps to further reduce the potential barrier
(not free energy barrier) by another 5 kcal/mol. The role of
the additional water on the dissociative potential barriers is
much more significant, on the order of ∼20 kcal/mol.
Therefore, when the entropic factor is taken into consider-
ation, the effect of an additional water as proton relay is
likely small for associative pathway; a detailed analysis in
the condensed phase using a QM/MM framework will be
reported in the near future (Yang and Cui, work in progress).

The reference energetics are taken to be MP2/G3-Large,
which has been shown to give reliable proton affinities
compared to the more elaborate CBS and G3B3 methods.29

Compared to the MP2/G3-Large data, the energetics at the
B3LYP/6-31+G(d,p) are generally rather close with a
difference typically smaller than 3 kcal/mol; the RMSE is
2.5 kcal/mol. In certain cases, especially when the phosphate
is highly charged, the difference between B3LYP/6-
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31+G(d,p) and MP2/G3-Large can be rather substantial and
as large as 8.4 kcal/mol (for com1_da f ts1_da, see Table
5).

When single point energies are calculated at the B3LYP/
6-31+G(d,p) structures, the standard second-order SCC-
DFTB gives rather large errors; the largest error is -22.5
kcal/mol and the RMSE is 6.1 kcal/mol. When the third-
order terms are included, the errors decrease substantially
even without specific parametrizations, especially for the
dianionic cases; the largest error decreases to 13.0 kcal/mol,
and the RMSE becomes 4.6 kcal/mol. Using the “mixed-
optimized 3rd-order” parameter set based on PA compari-
sons, the reaction energies become slightly better, with the
largest error of 11.7 kcal/mol and a RMSE of 3.9 kcal/mol.
With further parameter optimizations (SCC-DFTBPR), the
largest error becomes -9.2 kcal/mol, and the RMSE is 3.3
kcal/mol, which are rather remarkable for a semiempirical
method without many reaction-specific parameters. The
errors for the stable states are overall smaller than that for
the transition states; e.g., the RMSE is 1.9 kcal/mol when
only the stable states are considered.

The reliability of the parametrized SCC-DFTBPR is further
tested by full structure optimizations for both stable and
transition states using the ABNR80 and CPR96 algorithms
implemented in CHARMM; care is taken to ensure that the
same local minima/saddle-points are used when compared
to the B3LYP structures. The errors in energies are largely
consistent with those for SCC-DFTBPR single-point energies

at B3LYP geometries, and the RMSE increases only slightly
to 4.0 kcal/mol. As shown in Table 6, the SCC-DFTBPR
structures are rather similar to the B3LYP/6-31+G(d,p)
results, with RMSE for P-O distances typically of 0.02 Å
and for O-P-O angles of ∼2-3 degrees. The errors in the
transition state structures are slightly larger, especially for
the bond distance associated with the leaving group (RMSE
of 0.08 Å). The encouraging aspect is that MP2/G3-Large
single point energies at the SCC-DFTBPR structures are
overall close to the reference (MP2/G3-Large//B3LYP/
6-31+G(d,p)) values, with a RMSE of merely 1.4 kcal/
mol. Large errors more than 2 kcal/mol occur very rarely,
which suggest that the SCC-DFTBPR structures are usually
satisfactory.

There are, however, cases where notable differences
between SCC-DFTBPR and B3LYP results are observed.
For the second step of MMP hydrolysis along the
associative pathway (int1_2 f com2), two pathways are
obtained at the B3LYP/6-31+G(d,p) level with energy
barriers of 9.9 and 3.7 kcal/mol, respectively, and differ
in the orientation of the OH group in the equatorial plane
of the phosphorane-like transition state (see Figure 2).
When the OH forms a hydrogen-bond to the leaving group
(-OCH3), the corresponding transition state has a lower
energy. At the SCC-DFTBPR level, however, only one
transition state is obtained despite numerous attempts; the
corresponding OH group is oriented in a position that is
approximately the average of those in the two B3LYP

Figure 2. Structures for which significant discrepancy is found between independent B3LYP/6-31+G** and SCC-DFTBPR
geometry optimizations. For com1_w2_MMP and int_da_MMP, B3LYP optimization starting from SCC-DFTBPR geometry located
structure closer to the SCC-DFTBPR result and lower in energy than the original B3LYP structure. See main text (section 3.3)
for discussions. Distances are in Å, angles in degrees.
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transition states. For the dianionic species, the product-
like complex (int_da_MMP in Figure 2) at the B3LYP
level is featured with a very strong and short (1.494 Å)
hydrogen bond between CH3OH and HPO4

2-. At the SCC-
DFTBPR level, however, the proton on CH3OH is
transferred to HPO4

2-, which leads to a very different
structure; interestingly, B3LYP optimization starting from
the SCC-DFTBPR geometry led to a very similar structure,
which is in fact lower than the original B3LYP structure
by ∼2.9 kcal/mol. The similar behavior is found for the
molecular complex between two water and MMP (com1_w2),
where B3LYP optimization starting from SCC-DFTBPR
geometry led to a structure with lower energy (∼2 kcal/
mol) than the original B3LYP structure. These findings
not only confirm the robustness of SCC-DFTBPR for
structural properties but also highlight the value of a fast
method in exploring conformational space.

D. Additional Benchmark Calculations with the QCR-
NA database. For the large number of energetics data points
studied here (56 reaction energies and 47 barriers), single
point values at the standard second-order SCC-DFTB level
have larger errors (see Table 7 for a summary and the
Supporting Information for details); the largest error is -24.6
kcal/mol, and the RMSE is 10.3 kcal/mol. Similar errors are
found when the structures are optimized (only for stable
states). With SCC-DFTBPR, the errors are substantially
smaller; for single point energetics, the largest error is 14.4
kcal/mol, and the RMSE is only 5.6 kcal/mol. When the
structures are optimized for the stable states, the correspond-
ing values are 14.8 kcal/mol (see below) and 5.3 kcal/mol,
respectively, which are rather encouraging. The RMSEs in
the optimized P-O distances and O-P-O angles are 0.035
Å and 2.2 degrees, respectively. The dipole moment for the
structures are well described with both the second-order

Table 6. Errors in the SCC-DFTBPR Optimized Structures for Species Involved in the Hydrolysis Reactions Included in the
Parameterizationa

error analysisb

structures propertya MAXE RMSE MUE MSE

stable states P-Oc 0.41/-0.12 0.05/0.02 0.02/0.02 0.00/0.00
O-P-Od -11.8/7.8 2.3/1.9 1.4/1.3 -0.1/0.0
P-ONue -0.40/-0.04 0.14/0.02 0.07/0.02 -0.03/0.01

transition states P-OLgf -0.33/0.18 0.15/0.08 0.10/0.05 0.03/0.04
P-Og 0.07 0.02 0.02 0.00
O-P-Oh 11.5/6.5 2.9/2.5 2.0/1.9 0.0/-0.2

a The reference structures are optimized at the B3LYP/6-31+G(d,p) level. Bond distances are in Å and bond angles are in degrees.
b The errors are defined in the same manner as in Table 3. c The number before the slash is the overall performance; the number after the
slash excludes one extreme deviation from int1_2 of DMP. d The number before the slash is the overall performance; the number after
the slash excludes one extreme deviation from int1 of DMP. e The distance between P and the nucleophilic oxygen (“ONu”); the
number before the slash is the overall performance; the number after the slash excludes extreme deviations from ts1_2 and ts1_da of
MMP. f The distance between P and the key oxygen in the leaving group (“OLg”); the number before the slash is the overall
performance; the number after the slash excludes one extreme deviation from ts2 and ts1_da of MMP. g The distances between P and
oxygen atoms not involved in the nucleophilic attack or the leaving group. h The number before the slash is the overall performance; the
number after the slash excludes one extreme deviation from ts1_2 of MMP.

Table 7. Benchmark Results for SCC-DFTB for the 19 Phosphate Reactions from the QCRNA Databasea

error analysisb

state propertyc MAXE RMSE MUE MSE

overall energy SP (2nd-order)e -24.6 10.3 8.2 -6.0
energy SP (SCC-DFTBPR) 14.4 5.6 4.8 -0.2

stable states energy SP (2nd-order) -23.9 9.9 7.9 -4.6
energy SP (SCC-DFTBPR) 14.4 5.3 4.3 1.0
energy OPT (2nd-order) -27.2 11.8 9.1 -6.1
energy OPT (SCC-DFTBPR) 14.8 5.3 4.5 -0.8
P-O (Å) OPT (SCC-DFTBPR)d 0.45/0.19 0.07/0.035 0.03/0.02 0.00/0.00
O-P-O (°) OPT (SCC-DFTBPR)e -9.3 2.2 1.5 0.0

transition states energy SP (2nd-order) -24.6 10.6 8.7 -7.5
energy SP (SCC-DFTBPR) 12.8 6.0 5.4 -1.6

dipole momentf 2nd-order -1.2/-1.2 0.6/0.6 0.5/0.5 -0.4/-0.4
SCC-DFTBPR 0.8/1.1 0.3/0.5 0.2/0.3 0.1/0.1

a The reference values are from the B3LYP calculations included in the QCRNA database (http://theory.chem.umn.edu/QCRNA/). The
energies are in kcal/mol and dipole moments in Debye. For specific values, see Supporting Information. b The errors are defined in the
same manner as in Table 3. c “Energy” refers to reaction energy (energy relative to the reactant state); “SP” represents single point
calculation at the QCRNA structures; “OPT” indicates full geometry optimization at the relevant SCC-DFTB level with the B3LYP reference
structure as the initial guess. d The number before the slash is the performance including all the P-O distances (in total, 327 P-O
distances are studied); the number after the slash excludes one parameter from C6H5OH...P(O)(O)(-O-sugar-O-)_min2, (CH3)2CHOH...
P(O)(O)(-O-sugar-O-)_min3, CH3OH...P(O)(O)(-O-CH2CH2-O-)_min3, CH3OH...P(O)(O)(-O-sugar-O-)_min3, HOH...P(O)(O)(-O-2′methyl-
sugar-O-)_min3a, HOH...P(O)(O)(-O-CH2CH2-O-)_min3; the notation scheme follows the QCRNA convention (http://theory.chem.umn.edu/
QCRNA/Nomenclature.html). e In total, 568 O-P-O angles are analyzed. f Numbers before slashes are from single point calculations at the
DFT geometries from the QCRNA database; those after the slashes are after geometry optimization at the respective SCC-DFTB levels.
The reference values are from QCRNA database at the level of B3LYP/6-311++G(3df,2p)//B3LYP/6-31++G(d,p).
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SCC-DFTB and SCC-DFTBPR, with RMSEs on the order
of 0.5 Debye.

Detailed analyses of results indicate that all larger
errors (>15 kcal/mol) in the standard SCC-DFTB ap-
proach occur in reactions that involve OH - as a reactant,
such as OH-...P(O)(OCH 3)(-O-CH2CH2-O-) and OH-...P-
(O)(OCH3)(OCH3)(OCH3). With the third-order terms, the
errors in those reactions typically reduce significantly to
merely a few kcal/mol (for details, see Table S1 in the
Supporting Information). The largest error at the SCC-
DFTBPR level, 14.8 kcal/mol, is found for the exothermicity
for the reaction between OH- and P(O)(OH)(OH)(OCH3),
which has a very large value of -60.7 kcal/mol at the
B3LYP/6-311++G(3df, 2p) level.

E. MMP Hydrolysis with SCC-DFTBPR/MM Simula-
tions. 1. AssociatiVe Mechanism. In the gas phase, the two-
dimensional PES (Figure 3a) shows a high barrier of ∼33
kcal/mol, which is consistent with the results of transition
state optimization at the same SCC-DFTBPR level (32.1
kcal/mol, com1 f ts1, Table 5). The transition state and
intermediate regions are very flat on the two-dimensional
PES, which is also seen in the optimization calculations; the
intermediate is lower than the transition state by 0.1 kcal/
mol at the SCC-DFTBPR level and 0.4 kcal/mol at the
B3LYP/6-31+G** level. The shape of the two-dimensional
PES makes it clear that a strictly stepwise mechanism, in
which the proton is first transferred to MMP to generate the
nucleophilic hydroxide, is not energetically favorable. This
is confirmed by comparing the adiabatic energy profile along
the proton transfer coordinate with the P-ONu fixed at 3.0
Å at the SCC-DFTBPR and B3LYP/6-311++G**//SCC-
DFTBPR levels. The results are purely uphill and numerically
close at the two levels of calculations (data not shown); for
example, at the proton transfer (antisymmetric stretch)
coordinate of -0.2, 0.2, and 0.4 Å, respectively, the B3LYP

result is lower than SCC-DFTBPR by 0.8, 3.2, and 4.0 kcal/
mol, respectively.

In the solution phase, an equally late transition state is
identified on the two-dimensional PMF (Figure 3b) with a
barrier of ∼34 kcal/mol. Clearly, solvation does not stabilize
the transition state over the reactant in any major way in the
associative pathway, which is reasonable since there is no
major difference between the dipole moment of the transition
state and the reactant complex; at the SCC-DFTBPR level,
the values are 6.9 and 6.2 Debye for the reactant and
transition state, respectively. Our value is close to the finding
of Florian et al., who obtained a barrier of ∼35 kcal/mol
using a Langevin dipole model for solvation and structures
from gas-phase reaction path optimizations.16

2. DissociatiVe Mechanism. Without the “proton relay”
mediated by water molecules, the first step of the dissociative
pathway involves an intramolecular proton transfer to the
leaving group, generating a complex between metaphosphate
and methanol. In the gas phase, the two-dimensional PES
(Figure 4a) clearly shows a saddle point in which the proton
is equally shared between the metaphosphate and the leaving
group oxygen (proton transfer coordinate ∼-0.1-0.0 Å),
and the distance between the leaving group and phosphorus
significantly lengthens by ∼0.4 Å relative to MMP. The
barrier is about 35 kcal/mol, which is close to the result of
the transition state search (com1 f diss_tsa in Table 5) at
both the SCC-DFTBPR (34.2 kcal/mol) and MP2 (36.8 kcal/
mol) levels.

In solution, the two-dimensional PMF (Figure 4b) points
to a transition state with a similar shared-proton feature but
more compressed P-OLg distance of 1.7-1.8 Å. Physically
speaking, the observed shift in the P-OLg distance in the
transition state upon solvation is to be expected. Without
breaking the P-OLg bond, the intramolecular proton transfer
leads to a species with significant charge separation, which

Figure 3. SCC-DFTBPR results (energies in kcal/mol) for the first step of the associative pathway for the hydrolysis of monomethyl
phosphate (MMP). (a) Two-dimensional potential energy surface from adiabatic mapping calculations in the gas phase using
SCC-DFTBPR. (b) Two-dimensional potential of mean force from umbrella sampling in solution using a SCC-DFTBPR/MM
model. The ONu stands for the nucleophilic oxygen in water (see Scheme 1), and the proton transfer coordinate is the antisymmetric
stretch that describes the proton transfer between the nucleophilic water and the basic oxygen in MMP.
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is much better stabilized in solution than in the gas phase.
Therefore, the transition state in the gas phase has a
substantially longer P-OLg distance than in solution. To
quantitatively verify the solvation effect on the transition state
structure observed in the SCC-DFTBPR based calculations,
an adiabatic mapping scan in the gas phase along the P-OLg

distance is first performed with the antisymmetric stretch
proton transfer coordinate constrained at 0.0 Å; all other
degrees of freedom are optimized at the B3LYP/6-31+G*
level. Single point B3LYP/6-311++G** energies at these
partially optimized structures are then compared between gas-
phase and implicit solvent (PCM) calculations. As shown
in Figure 4c, an energy minimum is found around the P-OLg

distance of 2.0-2.1 Å in the gas phase, which is consistent
with the 2d-PES shown in Figure 4a. With the implicit
solvent model, however, the position of the energy minima
along P-OLg is shifted to be around 1.8 Å, regardless of the
atomic radii used in the B3LYP-PCM calculations. Therefore,
the SCC-DFTBPR based results are consistent with B3LYP

calculations in both the gas phase and solution, which is very
encouraging.

The solution PMF barrier calculated at the SCC-DFTBPR/
MM level is about 32 kcal/mol (Figure 4b), which is
consistent with previous results obtained using various
implicit solvent models. For example, Warshel and co-
workers found a barrier of 34 kcal/mol by using MP2/
6-31+G(d,p) energies and the Langevin dipole model for
solvation;16 Bianciotto et al.90 obtained a barrier of 33.5 kcal/
mol using B3LYP and a modified double-� plus polarization
valence basis set along with the PCM solvation model.

Despite these encouraging aspects of the SCC-DFTBPR/
MM calculations, an unexpected feature is observed in the
PMF. As shown in Figure 4b, a very low-energy region is
found in the left-upper corner of the 2d-PMF, which
corresponds to a zwitterionic intermediate. In fact, the current
PMF calculations predict that this zwitterionic species is even
more stable than the reactant state by ∼3 kcal/mol. Such a
zwitterionic intermediate has been discussed in the compu-

Figure 4. SCC-DFTBPR results (energies in kcal/mol) for the first step of the dissociative pathway for the hydrolysis of monomethyl
phosphate (MMP). (a) Two-dimensional potential energy surface from adiabatic mapping calculations in the gas phase using
SCC-DFTBPR. (b) Two-dimensional potential of mean force from umbrella sampling in solution using a SCC-DFTBPR/MM
model. The OLg stands for the oxygen in the leaving group (see Scheme 1), which is methanol in this case; the proton transfer
coordinate is the antisymmetric stretch that describes the intramolecular proton transfer between the protonated oxygen in MMP
and OLg. (c) Adiabatic mapping along the P-OLg distance with the proton transfer coordinate fixed at 0.0; structures are partially
optimized at the B3LYP/6-31+G(d) level in the gas phase, followed by single point continuum solvent calculations with the
6-311++G(d,p) basis and various sets of radii. (d) Adiabatic mapping along the proton transfer coordinate with the P-OLg

distance fixed at ∼1.824 Å; here structures are optimized with SCC-DFTBPR, followed by single point energy calculations at the
B3LYP level in both gas-phase and continuum solvent model.
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tational study of Bianciotto et al.,90,91 who argued that the
dissociative mechanism of the MMP hydrolysis in solution
may follow a stepwise pathway that involves a stable
zwitterionic intermediate produced by intramolecular proton
transfer to the leaving group. Using B3LYP-PCM and a
double-� plus polarization quality basis, Bianciotto et al.
predicted that such an intermediate is ∼21.2 kcal/mol higher
than the reactant, which is at odds with the current SCC-
DFTBPR/MM result.

Since the zwitterionic type of species has not been
considered in the development of SCC-DFTBPR, it is
possible that the stability of this structure is overestimated
at the SCC-DFTBPR/MM level. To better understand the
situation, several sets of calculations are carried out.

First, to explore the intrinsic performance of SCC-
DFTBPR, adiabatic mapping calculations are carried out for
MMP in the gas phase along the proton transfer coordinate
while holding the P-OLg distance fixed at 1.824 Å. At these
partially optimized structures at the SCC-DFTBPR level,
B3LYP/6-311++G** single-point energy calculations are
carried out in both the gas phase and with the PCM model
for solution. In the gas phase, as shown in Figure 4d, SCC-
DFTBPR and B3LYP agree well for the antisymmetric
proton transfer coordinate below 0.4 Å; the agreement
deteriorates quickly as the PT coordinate further increases.
For example, with the proton transfer coordinate of 2.0 Å,
the SCC-DFTBPR energy is lower than the B3LYP value
by as much as 9 kcal/mol. At the B3LYP level, with the
PCM model describing solvation, the partially optimized
zwitterionic species varies in the range of 18-24 kcal/mol
above the reactant, depending on the radii used; these values

are largely consistent with the result of Bianciotto et al.,90,91

indicating that the SCC-DFTBPR structures are quite
promising.

The ∼9 kcal/mol error in the SCC-DFTBPR result for the
zwitterionic species in the gas phase does not explain the
significantly overestimated stability in solution by the SCC-
DFTBPR/MM simulations. In fact, this discrepancy suggests
that the current SCC-DFTBPR/MM simulations have sig-
nificantly unbalanced treatment of solute-solvent interactions
between the reactant and the zwitterionic species, with the
latter significantly overstabilized. This can be caused either
by large errors in the predicted charge distribution (e.g.,
dipole moment) in the zwitterionic structure or by nonoptimal
van der Waals parameters for the QM atoms used in the
current simulations. To distinguish the two possibilities, we
study the binding energies of the solute with nearby water
molecules (∼9-11) in the reactant (MMP), zwitterionic, and
“intermediate” (metaphosphate with a weakly bound metha-
nol) states; for each case, 10 snapshots are taken from SCC-
DFTBPR/MM trajectories. As shown in Figure 5a, the dipole
moment of the solute at the SCC-DFTBPR level correlates
very well with B3LYP/6-311++G** result, regardless of
the chemical state of the solute. The dipole moment of the
solute-water cluster is not sensitive to whether the water
molecules are treated as MM or QM (Figure 5b). We do
note, however, that the magnitude of charge separation in
the zwitterionic state is substantially higher at the SCC-
DFTBPR/MM level; e.g., the average net Mulliken charge
on the metaphosphate is -1.54 with SCC-DFTBPR/MM, as
compared to the value of ∼-1.15 with full SCC-DFTBPR,
and the value of ∼-0.95 based on B3LYP NBO charges.

Figure 5. Additional analysis for the reliability of the SCC-DFTBPR approach for the dissociative pathway in MMP hydrolysis.
(a-b) Dipole moment of the solute in different chemical states (MMP, zwitterionic and intermediate state) calculated at different
levels. (c-d) Binding energy between the solute and nearby water molecules (within the first solvation shell, see Figure S10 in
the Supporting Information for the computed solvent distribution function) at different levels; SCC-DFTBPR/MM refers to
calculations in which the solute is treated with SCC-DFTBPR and the water with MM, while SCC-DFTBPR and B3LYP indicates
calculations where both the solute and water molecules are treated as QM.
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Therefore, the electronic structure (or electron distribution)
seems adequately described at the SCC-DFTBPR level even
for the zwitterionic species, and the MM treatment of the
nearby solvent causes a higher degree of polarization in the
solute.

The total binding energy between the solute and nearby
water molecules, however, is significantly overestimated at
the SCC-DFTBPR/MM level, especially when the solute is
in the zwitterionic state (Figure 5c). In the MMP state, the
average interaction between the solute and nearby water
molecules is -129.1 kcal/mol with SCC-DFTBPR/MM,
which is significantly larger than the value of -94.3 (-89.7)
kcal/mol when all atoms are described with SCC-DFTBPR
(B3LYP/6-311++G**); for the zwitterionic state, the
corresponding values are -165.1, -116.7, and -109.1 kcal/
mol. In other words, the MM treatment of the nearby water
molecules preferentially stabilizes the zwitterionic species
by almost 20 kcal/mol [e.g., (165.1-129.1) - (109.1e 89.7)
∼ 17 kcal/mol!], which explains why the zwitterionic species
is overstabilized in the SCC-DFTBPR/MM simulations.
Therefore, these results vividly demonstrate that the quantita-
tive accuracy of QM/MM simulations for reactions involving
significant charge redistributions relies very sensitively on
the treatment of QM/MM interactions. We emphasize that
this is not a straightforward problem to “fix” by simply
refitting the van der Waals parameters for the QM atoms
based on simple solute-water dimers as commonly done in
the literature;21,82 in fact, such fitted QM van der Waals
parameters are found to be very similar to the set used here
in a recent QM/MM study of phosphoryl transfer reaction
in water and tert-butyl alcohol solutions.76 For highly charged
solutes, the errors are due to the accumulative effects of a
large number of solute-solvent interactions (e.g., more than
8 hydrogen bonds are involved in the MMP-water clusters
studied here), thus a balanced treatment of QM/MM interac-
tions over different chemical states of the solute likely calls
for more sophisticated approaches that allow the QM
nonbond parameters to vary during the reaction.83 Another
possibility is that the QM/MM interaction is better repre-
sented by a Klopman-Ohno form, which is substantially
damped at the intermediate and short distances and more
consistent with the way that charge-charge interactions are
treated for the QM atoms in SCC-DFTB.60 The simple
Coulombic form is used in the integration of second-order
SCC-DFTB with MM because this combination empirically
compensates for the fact that SCC-DFTB Mulliken charges
tend to be too low;48,82 with modified Mulliken charges at
the third-order level, however, it is possible that the Klop-
man-Ohno form becomes more appropriate. We leave the
systematic analysis of these possibilities to future work
(however, see the Supporting Information for some prelimi-
nary results). Along this line, it is encouraging to observe
that the differential solute/solvent interaction between MMP
and the zwitterionic species at the SCC-DFTBPR level (i.e.,
nearby water also treated as QM), -22.4()94.3-116.7) kcal/
mol, is very close to the value of -19.4()89.7-109.1) kcal/
mol at the B3LYP/6-311++G** level, which suggests that
an attractive alternative is to treatment the first solvation shell
at the QM level97 and that SCC-DFTBPR seems adequate

in this regard. A technical challenge for such calculations,
however, is that the QM/MM interface needs to be updated
in an adaptive fashion during the simulation,98-101 which
in fact is not problematic if only thermodynamic quantities
are of interest.

In summary, the combination of gas-phase adiabatic
mapping, solution QM/MM PMF calculations, and com-
parison to relevant B3LYP calculations in the gas phase
or with implicit solvent models indicate that the SCC-
DFTBPR approach gives reliable structures, including
transition states for both associative and dissociative
pathways and the zwitterionic intermediate in the dis-
sociative pathway. For structures with similar charge
distributions (e.g., dipole moment), the SCC-DFTBPR/
MM simulations give rather satisfying energetics as well;
for describing the relative energetics of species with very
different charge distributions, however, a simple treatment
of the solute/solvent interaction at the traditional QM/
MM level may not be sufficient.

IV. Conclusions

Despite extensive efforts from both experimental and
theoretical studies, the precise mechanism of phosphate
chemistry such as phosphate hydrolysis and phosphoryl
transfer remains controversial. This is a major challenge
to tackle because phosphate chemistry plays a key role in
many essential biological processes such as energy/signal
transduction and synthesis of protein and nucleic acids.
From a theoretical stand point, the key is to develop
effective computational methods that can balance accuracy
and sampling efficiency, which, with the typical compu-
tational hardware, naturally points to the development of
semiempirical methods. There have been several such
models established in recent years for specific types of
phosphate reactions30,33,34 based on the traditional NDDO
framework although their general applicability still re-
mains to be fully explored.

In this work, we make an attempt to parametrize an
approximate density functional theory, SCC-DFTB, as an
alternative approach for studying the chemistry of phosphorus
containing systems in solution and biological systems. This
is motivated by the recent success of SCC-DFTB for studying
the structural and energetics of biological systems.25,52,59 It
is found that although a standard second-order formulation
of SCC-DFTB gives good geometries compared to high-level
density functional theories, further extensions are needed to
obtain reliable proton affinity and reaction energies. Including
the on-site third-order terms is found to improve the proton
affinity significantly, although it remains difficult to obtain
accurate proton affinity for both phosphorus containing
compounds and those that do not contain phosphorus; it is
possible that off-diagonal third-order terms are needed to
resolve such difficulty. As a pragmatic approach, we have
developed two sets of “reaction specific” parametrizations,
SCC-DFTBPA for proton affinity of phosphates and SCC-
DFTBPR for phosphate hydrolysis. The number of “reaction
specific” parameters, however, is small (7 in total for O, N,
C, H, and P), and therefore SCC-DFTBPR is likely ap-
plicable to a broader set of phosphate reactions.

Phosphate Hydrolysis Reactions J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2081



Benchmark calculations in the gas phase and solution
with a QM/MM framework indicate that the current
parametrizations, particularly SCC-DFTBPR, generally
give reliable structures and semiquantitative energetics
(e.g., with a RMSE of ∼3-5 kcal/mol compared to high-
level calculations). Therefore, these methods are attractive
choices for exploring the gross features of the potential
energy surfaces of condensed-phase systems and for
identifying amino acids and/or structural fluctuations that
play an important role in controlling the chemical step.5

Higher level QM/MM calculations are still required for
more quantitative understanding, although the number of
variables in these much more expensive calculations can
be substantially reduced by SCC-DFTB(PR) based studies.
The solution-phase benchmark study for the zwitterionic
species in the dissociative pathway of MMP hydrolysis
also underlines the importance of carefully handling
solute/solvent interactions for reactions involving highly
charged species, which may require sophisticated treatment
of van der Waals parameters for the QM atoms or
describing the first solvation shell of the solute with a
QM approach. Quantitative analysis along these lines and
systematic comparison of the new SCC-DFTB models to
NDDO based models for phosphate chemistry30,33,34,102

remain important goals for the near future.
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Abstract: A theoretical study of the ion-molecule reaction, NH2
+ with acetic acid that could

lead to precursors of glycine in the interstellar medium, has been carried out on the triplet and
singlet potential energy surfaces. All stationary points and transition states on the (NO2C2H6)+

triplet and singlet surfaces have been determined at the MP2(full) level with the cc-pVTZ basis
set. Energetic data have been obtained at the CCSD(T) level employing the aug-cc-pVTZ basis
set. The global minimum of the (NO2C2H6)+ system is predicted to be protonated glycine in its
singlet state, 1A′, and in general singlet states are more stable than the corresponding triplet
ones. Formation of ionized glycine from this reaction is shown to be a feasible process under
interstellar conditions, but the proton transfer channel and the formation of the compound
CH2COOH+ seem to be more favorable processes on the triplet and singlet potential surfaces,
respectively.

Introduction
To date more than 140 molecular species have been identified
in space and in interstellar clouds as well as in circumstellar
envelopes. In the future this list of molecules will undoubt-
edly continue to grow as more powerful telescopes and
interferometer arrays are built and utilized. A large fraction
of these molecules is organic or carbon-based. In this way a
lot of attention is devoted to the quest for biomolecules,
particularly interstellar amino acids which are the basic units
of proteins and therefore key elements for the origin of life.
In this context, a subject that has received great interest is
the origin of amino acids in the prebiotic chemistry of early
Earth.1,2 One of the possibilities establishes that amino acids
may have first originated in the interstellar medium and were
then transported to the Earth by comets and meteorites.3-7

This point of view is supported by the fact that more than
70 amino acids, including eight out of 20 present in living
organisms,8 were isolated in the Murchison meteorite fallen
in 1969. However, amino acids have not yet been detected
in the interstellar medium. The simplest amino acid, glycine,
has long been searched for in space, but its presence still

remains to be confirmed.9-15 The difficulties in the detection
of glycine can be related to the fact that glycine is a relatively
large molecule, and, therefore, its rotational spectrum has
relatively weak lines.16 In addition, amino acids are highly
susceptible to UV photodestruction,17 and only in shielded
environments such as dense molecular clouds and hot cores
(star-forming regions) might they be detectable. However,
the recent detection of amino acetonitrile,18 a possible
precursor of glycine, opens new possibilities of identifying
more complex organic molecules in the next years. In
addition, theoretical studies of the formation of amino
acetonitrile in the interstellar medium have been carried
out.19-21 In this context, an interesting point is to determine
if there are efficient synthetic routes toward amino acids, in
particular toward glycine the simplest one, under interstellar
conditions. According to the Miller experiment,1 amino acids
and in particular glycine can be synthesized by mixtures of
CH4, NH3, H2O, and H2. Maeda and Ohno in their theoretical
studies have proposed a synthetic route of glycine from
simple molecules (NH2, CH2, and CO2) in two steps;22

alternatively they show that the one step reaction of aceto-
lactone with ammonia can produce glycine, and its activation
barrier is only 1.6 kcal/mol.23 In a recent work,24 they also
predict that glycine and its analogs can be generated without
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J. Chem. Theory Comput. 2008, 4, 2085–2093 2085

10.1021/ct8002833 CCC: $40.75  2008 American Chemical Society
Published on Web 11/06/2008



thermal activation via a combination of ammonium ylide
(which is a higher energy isomer of methylamine) and some
simple molecules such as carbon dioxide. Other possible
routes of amino acids, which are very relevant in interstellar
chemistry, are gas-phase ion-molecule reactions initiated
by cosmic and ultraviolet radiation, since such reactions are
known to be involved in the formation of many other
molecules in the interstellar medium.25 Recent theoretical
and experimental studies26,27 show that glycine and �-alanine
could be formed in the interstellar medium by the gas-phase
reactions of protonated and ionized hydroxylamine with
acetic and propanoic acids. The importance of this route is
not known because NH2/3OH+ has not yet been observed in
the interstellar space. In a previous work,28 we have carried

out a theoretical study of various ion-molecule reactions
that could lead to precursors of interstellar glycine where
their reaction enthalpies have been calculated at different
levels of theory. The most favorable reaction from the
thermochemical viewpoint is the reaction of the cation NH2

+

with acetic acid. This is predicted to lead to ionized glycine
(NH2CH2COOH+), but charge transfer reaction was predicted

Figure 1. MP2(full)/cc-pVTZ optimized geometries for the
different (NO2C2H6)+ minima on the singlet surface. Distances
are given in angstroms and angles in degrees.

Figure 2. MP2(full)/cc-pVTZ optimized geometries for the
different (NO2C2H6)+ minima on the triplet surface. Distances
are given in angstroms and angles in degrees.
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as a competitive process. Both reactants are present in the
interstellar medium.29,30 It is well-known that to play a role
in the interstellar chemistry reactions in addition to being
exothermic must be barrier free. However, a full exploration
of the potential energy surface is required to ascertain
whether energetic barriers are present. On the other hand,
ion-molecule reactions of ionized amine fragment com-
pounds with neutral carboxylic acid and ester species have
been experimentally investigated in a selected ion flow tube
(SIFT) at 298 K.31 These studies suggest that NH2

+ reacts
with acetic acid via proton transfer giving CH3CO(OH)2

+

+ NH as products (the formation of these products are not
been considered in our previous theoretical study). In order
to explain this experimental result in this work we have
carried out a detailed theoretical study of the reaction of
NH2

+ with acetic acid considering both the triplet and singlet
potential energy surfaces. We will try to determine if under
interstellar conditions the formation of glycine ionized is
viable from this reaction and to provide a reasonable
interpretation of the mass spectrometry experiments.31 It
should be noted that theoretical studies in this field are very
appropriate because the conditions present in molecular
clouds (low pressure and temperature) are almost ideal for
the application of theoretical methods.

Computational Methods

The geometries of the different species involved in the
reaction of NH2

+ with acetic acid have been obtained at the
second-order Moller-Plesset level including all the electrons
in the calculations. In these optimizations the cc-pVTZ
(correlation-consistent polarized valence triple-�) basis set
developed by Dunning32,33 has been employed. Each opti-
mized structure was verified to be a stationary point or a
transition state by vibrational analysis carried out at the same
level (MP2(full)/cc-pVTZ).

In order to compute accurate relative energies CCSD(T)
calculations (coupled-cluster single and double excitation
model augmented with a noniterative triple excitation cor-
rection)34 have been carried out on the MP2(full)/cc-pVTZ
geometries. The aug-cc-pVTZ basis set, which also includes
diffuse functions, has been employed for the energetic
calculations. Zero-point vibrational (ZPV) energy corrections
were included at the MP2(full)/cc-pVTZ level.

All calculations reported in this work were carried out with
the Gaussian-98 program package.35

Results and Discussion

In the present study the possible intermediate species as well
as the relevant transition states of the reaction of NH2

+ with
acetic acid have been characterized. Given the multiplicity
of the reactants (NH2

+ (3B1) and CH3COOH (1A′)), this
reaction should take place in principle on the triplet potential
energy surface. In addition to the detailed study of the triplet
surface, we have also analyzed the singlet potential energy
surface to check a possible implication of this surface through
an intersystem-crossing process.

1. (NO2C2H6)+ Isomers. In this section we will briefly
describe the stationary points found on the (NO2C2H6)+ triplet
and singlet surfaces. Only the minima that are relevant in
the reaction of NH2

+ with acetic acid will be reported. The
optimized geometries of the singlet isomers are collected in
Figure 1 and the corresponding to the triplet ones in Figure
2, whereas the relative energies of both singlet and triplet
isomers are shown in Table 1. All the isomers considered in
Figures 1 and 2, are tested to be true minima on their
respective potential surfaces. Similar structures are implicated
in both surfaces with the exception of I6 and I7, which
correspond to the direct interaction of the nitrogen atom in
the NH2

+ ion with a hydrogen or the carbon atom, respec-
tively, of the CH3 group of acetic acid. Both species are true

Table 1. Relative Energies (kcal/mol) for the Relevant (NO2C2H6)+ Species in the Reaction of NH2
+ with CH3COOHa

singlet surface triplet surface

isomer ∆E (MP2 ) full) ∆E (CCSD(T)) isomer ∆E (MP2 ) full) ∆E (CCSD(T))

CH3COOHNH2
+ I1(1A′) 57.43 53.18 CH3COOHNH2

+ I1(3A′′ ) 110.66 101.62
CH3COOHNH2

+ I1-cis(1A′) 51.49 47.99 CH3COOHNH2
+ I1-cis(3A) 113.60 103.92

CH3COOHHNH+ I2(1A′) 138.52 123.67 CH3COOHHNH+ I2(3A′′ ) 88.45 80.92
NH3CH2COOH+ I3(1A′) 0.00 0.00 NH3CH2COOH+ I3(3A) 111.29 99.93
CH2COOHNH3

+ I4(1A′) 82.95 79.37 CH2COOHNH3
+ I4(3A′′ ) 148.32 139.17

CH3COONH3
+ I5(1A′) 47.57 45.37 CH3COONH3

+ I5(3A) 164.02 149.74
NH2HCH2COOH+ I6(3A′′ ) 124.37 122.20
NH2CH3COOH+ I7(3A′′ ) 128.65 124.01

NH3HCHCOOH+ I8(1A) 64.24 63.57

a Zero-point vibrational energy differences have been included.

Table 2. Relative Energies (kcal/mol) for the Possible Products of the Reaction NH2
+ with CH3COOH, on the Triplet and

Singlet Potential Energy Surfacesa

triplet surface ∆E (MP2 ) full) ∆E (CCSD(T)) singlet surface ∆E (MP2 ) full) ∆E (CCSD(T))

NH2
+(3B2) + CH3COOH(1A′) 0.00 0.00 NH2

+(1A1) + CH3COOH(1A′) 0.00 0.00
NH2(2B1) + CH3COOH+(2A′) -2.88 -11.39 NH2(2B1) + CH3COOH+(2A′) -39.17 -41.46
CH3COONH2

+(2A′′ ) + H(2S) -2.97 2.19 CH3COONH2
+(2A′′ ) + H(2S) -39.26 -27.88

NH2CH2COOH+(2A′′ ) + H(2S) -31.22 -26.93 NH2CH2COOH+(2A′′ ) + H(2S) -67.51 -57.00
NH(3Σ) + CH3C(OH)2

+(1A′) -36.92 -39.15 NH(1∆) + CH3C(OH)2
+(1A′) -19.08 -25.51

NH3(1A1) + CH2COOH+(1A) -62.78 -58.10 NH3(1A1) + CH2COOH+(1A) -99.07 -88.17

a ZPV energy corrections have been included.
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minima on the triplet surface and are not located on the
singlet one. On the other hand, isomer I8, corresponding to

a van der Waals complex between NH3 and CH2OCOH+, is
only located on the singlet potential surface. In both surfaces
the direct interaction of NH2

+ ion through the nitrogen atom
with the oxygen atom of the carboxylic group of acetic acid
gives isomers I1 and I1-cis, corresponding to two relative
positions of the NH2 and OH groups in the molecule. The
other isomers which are involved in the reaction are obtained
from these two by different isomerization processes which
will be explained in the next sections.

In general we can see from Figures 1 and 2 that the N-O
bond distances are clearly longer for triplet than for singlet
isomers. The C-C bond distance is in general similar to
typical carbon-carbon single bond, with the exception of
isomer I4 (1A′) where the C-C bond distance has a certain
double character. Finally, the C-N distances are found to
be similar in triplet and singlet states.

Concerning the relative stabilities of the different inter-
mediates collected in Table 1, we can observe that the energy
values calculated at both levels of theory, MP2)full and
CCSD(T), give similar stability order between the species
considered. Only a change is found on the relative stability
of triplet isomers I3 and I1, whose energy difference is only
about 1 kcal/mol. The global minimum is predicted to be
isomer I3 in its singlet state, 1A′, which corresponds to
protonated glycine. With the only exception of isomer I2,
singlet states are more stable than the corresponding triplet
ones. In a previous study of the (NO2C2H6)+ singlet potential
surface,36 the ion derived from protonation of glycine on
the amine group is also found as the lowest-lying. On the
singlet potential energy surface the stability order found at
both levels of theory is (> means more stable than) as
follows: I3 (1A′) > I5 (1A′) > I1-cis (1A′) > I1 (1A′) > I8
(1A) > I4 (1A′) > I2 (1A′). Above the protonated glycine
we found isomers I5, I1, and I1-cis, which are quite close in
energy (about 45-53 kcal/mol above the global minimum
at the CCSD(T) level) and have one nitrogen-oxygen bond.
The van der Waals complex is located above isomer I4 that
also has a N-O bond. The less stable isomer is I2, which
could be seen as a result of the interaction of NH2

+ ion
through one hydrogen atom with the oxygen atom of the
carboxylic group. If we observe the relative stabilities of the
triplet isomers, we can see that the main difference is found
for isomer I2, which is the most unstable on the singlet
surface, whereas on the triplet one it corresponds to the most
stable structure. Another significant difference is that struc-
ture I5 is found to be the most unstable one on the triplet
surface. On the triplet surface protonated glycine, I3, is less
stable than the global minimum, and it is located 19.01 kcal/
mol above structure I2. Other common isomers have similar
relative energies on both surfaces. The stability order on the
triplet surface at the CCSD(T) level is the following: I2 (3A′′ )
> I3 (3A) > I1 (3A′′ ) > I1-cis (3A) > I6 (3A′′ ) > I7 (3A′′ )
> I4 (3A′′ ) > I5 (3A).

2. Reaction of NH2
+ with Acetic Acid. We will discuss

in this section the different pathways of the reaction of NH2
+

ion with acetic acid. One possible product of this reaction is
ionized glycine; however, other possible channels could be
competitive. Therefore, we should consider the following
possibilities:

Figure 3. MP2(full)/cc-pVTZ optimized geometries for the
relevant transition states involved in the reaction NH2

+(3B1)
with CH3COOH(1A′). Distances are given in angstroms and
angles in degrees.

2088 J. Chem. Theory Comput., Vol. 4, No. 12, 2008 Largo et al.



The relative energies with respect to reactants of the
different possible products for the reaction of NH2

+ with
acetic acid on the triplet and singlet surfaces are given in
Table 2. Optimized geometries for reactants and products
are given as Supporting Information in Figures S1 and S2.
As can be seen in Table 2, with the only exception of channel
C, the products obtained on both surfaces are identical. In
channel C, on the triplet potential energy surface NH
molecule is obtained in their ground state, 3Σ, whereas on
the singlet surface an excited 1∆ state is reached. From a
thermodynamical point of view, we can seen from Table 2
that on the triplet surface channel B, giving amide formation,
is slightly endothermic at the high computational level. All
other processes are exothermic, and the most favorable one
is the formation of NH3 + CH2COOH+ through channel D.
On the singlet potential energy surface all the channels are
clearly exothermic, and the most favorable one is predicted
to be channel D, as on the triplet surface. The formation of
ionized glycine (channel A) is an exothermic process on both
surfaces. Nevertheless, production of ammonia and
CH2COOH+ ion is clearly the most exothermic channel. On
the other hand, in their SIFT experiments Jackson et al.31

only observe one product, channel C.
In order to see the importance of this reaction as a source

of ionized glycine in the interstellar medium and to explain

experimental results a detailed study of the possible energy
barriers involved in the different channels should be carried
out. Given the multiplicity of reactants the reaction would
take place in principle on the triplet surface. However, we
will analyze the results found on the triplet potential energy
surface, and we will complete the study with a brief comment
of the results obtained for the singlet potential energy surface.

2.1. Triplet Potential Energy Surface. The geometries of
the relevant transition states are given in Figure 3, whereas
the energy profile for the reaction NH2

+(3B2) +
CH3COOH(1A′) is shown in Figure 4. All transition states
have one imaginary frequency associated with the corre-
sponding reaction coordinate. Both MP2(full) and CCSD(T)
levels give a similar energy profile.

When a NH2
+(3B2) ion approaches the CH3COOH mol-

ecule, the most favorable interaction takes place between the
nitrogen and the oxygen atom of the acetic acid giving isomer
I1 or I1-cis. Both isomers are close in energy, and isomer-
ization can take place through TSI1-I1c. The exothermic
formation of I1 creates an energy reservoir that is used as
the reaction proceeds toward the products. Several processes
may then occur. An exothermic and barrier free path has
been identified leading to the formation of ionized glycine:

NH2
+(3B2)+CH3COOHf I1fTSI1-I3f I3f

TSI3-AfNH2CH2COOH++H (Path a)

This path starts with isomerization of I1 into I3 upon
insertion of the NH2(3B2) group into a C-H bond. The
corresponding transition state TSI1-I3 lies below the reactants
about 22.6 kcal/mol at the CCSD(T) level. Once I3 is
obtained, hydrogen atom elimination through transition state

Figure 4. Energy profile, in kcal/mol, for the reaction of NH2
+(3B1) with CH3COOH(1A′) at the CCSD(T) and MP2(full) (in

parentheses) levels (including zero-point vibrational energy differences).
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TSI3-A, which has a relative energy quite similar to TSI1-I3,
would lead to ionized glycine.

The CH3COONH2
+, which is quasi-isoenergetic with the

reactants, can be obtained through two different paths. One
of them, path b.1, implies hydrogen atom elimination through
transition state TSI1-B. The second path, b.2, involves two
isomerization processes leading to isomers I1-cis and I5,
followed by hydrogen atom elimination:

NH2
+(3B2)+CH3COOHf I1fTSI1-Bf

CH3COONH2
++H (Path b.1)

NH2
+(3B2)+CH3COOHf I1fTSI1-IIcf I1-cisf

TSI1c-I5f I5fTSI5-BfCH3COONH2
++H (Path b.2)

The transition states and isomer I5 involved in both paths
are clearly located above the reactants. This barrier quite
likely would prevent the formation of CH3COONH2

+ in
space.

Another exothermic and barrier free process is isomer-
ization of I1 into isomer I2, through transition state TSI1-I2,
lying 24.6 kcal/mol below the reactants. The intermediate
formed I2, produces NH + CH3C(OH)2

+, through direct NH
elimination and does not seem to involve any transition state.
We carried out a scan for this process, performing optimiza-
tions at different N-H distances and found no sign of
transition state:

NH2
+(3B2)+CH3COOHf I1fTSI1-I2f I2f

NH+CH2C(OH)2
+ (Path c)

The formation of NH3 + CH2COOH+ involves the same
three phases as path a giving isomer I3. Once isomer I3
is obtained, products D are obtained through NH3 abstrac-
tion. This process involves transition state TSI3-D. The
global process is exothermic and barrier free:

NH2
+(3B2)+CH3COOHf I1fTSI1-I3f I3fTSI3-Df

NH3+CH2COOH+ (Path d)

Finally, isomer I1 could give isomer I4 through
hydrogen atom migration involving transition state TSI1-I4.
This process is not relevant in the context of interstellar
chemistry, because it has a significant activation barrier.
The transition state is clearly located above the reactants,
and formation of isomer I4 is an endothermic process.
Therefore, evolution of isomer I4 has not been considered.

Theoretical calculations on the triplet potential energy
surface suggest that paths a, c, and d are feasible processes
under interstellar conditions that preclude reaction that
are endothermic or proceed through significant activation
barriers. The most exothermic channel is d, production
of NH3 + CH2COOH+. However, the most favorable
channel from kinetic arguments should be proton transfer
process, which has lower activation barriers (notice that
TSI1-I2 lies lower in energy than TSI1-I3). The less
favorable one seem to be formation of ionized glycine. It
should be remarked that our results agree with the results
from SIFT experiments,31 since production of NH +
CH3C(OH)2

+ is observed.
2.1. Singlet Potential Energy Surface. The geometries of

the transition states located on the singlet surface are
collected in Figure 5, and the energy profile for the
reaction NH2

+(1A1) + CH3COOH(1A′) is shown in Figure
6. As in the case of the triplet potential energy surface,
all transition states have been checked to have one
imaginary frequency associated with the corresponding
reaction coordinate.

The most favorable interaction of NH2
+(1A1) ion with

acetic acid occurs between nitrogen and oxygen atoms
giving I1 and I1-cis as in the case of the triplet surface.
However, in this case the most stable process is the

Figure 5. MP2(full)/cc-pVTZ optimized geometries for the
relevant transition states involved in the reaction of excited
NH2

+(1A1) with CH3COOH(1A′). Distances are given in ang-
stroms and angles in degrees.
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formation of isomer I1-cis. Both isomers can be reached
and isomerization implies transition state TSI1-I1c. From
isomer I1, the process giving ionized glycine on the singlet
potential energy surface has some differences with respect
to that on the triplet one and proceeds through the
following steps:

NH2
+(1A1)+CH3COOHf I1fTSI1-I4f I4f

TSI4-I3f I3fNH2CH2COOH++H (Path a)

Isomerization of I1 into I4 implies a proton transfer from
the carbon atom to the nitrogen one through transition
state TSI1-I4. The migration of the NH3 group from oxygen
to carbon gives protonated glycine, I3, and this process
implies transition state TSI4-I3. The direct elimination of
one of the hydrogens bonded to nitrogen gives ionized
glycine. The global process giving ionized glycine is
exothermic and barrier free (both transition states are
located below the reactants, about -76.5 and -60.4 kcal/
mol, respectively). Protonated glycine is a very stable
intermediate and could be a long-lived species given its
energy difference with the reaction products.

Path b, leading to CH3COONH2
+, shows similar steps

to those found on the triplet surface for path b.2. In this
case isomer I1-cis is formed directly from the reactants,
and the only difference is the last step. On the singlet
surface, elimination of hydrogen atom is a direct process,
which does not seem to involve any transition state. On

the singlet surface the process is exothermic and barrier
free. This process can be summarized as

NH2
+(1A1)+CH3COOHf I1-cisfTSI1c-I5f I5f

CH3COONH2
++H (Path b)

The path for the formation of NH + CH3C(OH)2
+, path

c, has the same steps as that on the triplet surface, but in
this case isomer I2 is relatively less stable and the NH is
formed in an excited state (1∆).

Finally, another channel is originated from protonated
glycine, I3, by fragmentation into NH3 + CH2COOH+:

NH2
+(1A1)+CH3COOHf I1fTSI1-I4f I4f

TSI4-I3f I3fTSI3-I8f I8fNH3+CH2COOH+ (Path d)

When NH3 is eliminated from I3 through TSI3-I8, a van der
Waals complex is formed before dissociation. It can be seen
in Figure 6 that once I3 is formed path d seems to be more
favorable than path a, from a thermodynamic point of view.

All the processes considered on the singlet potential energy
surface are exothermic and barrier-free and therefore feasible
under the conditions in the interstellar space. The last process,
formation of NH3 + CH2COOH+, seems to be in principle
the most favorable one. Since in the experiments31 only NH
+ CH3C(OH)2

+ are observed as products, it seems that the

Figure 6. Energy profile, in kcal/mol, for the reaction of excited NH2
+(1A1) with CH3COOH(1A′) at the CCSD(T) and MP2(full)

(in parentheses) levels (including zero-point vibrational energy differences).
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reaction takes place only on the triplet surface, and the singlet
one is not reached.

Conclusions

A theoretical study of the reaction of NH2
+ ion with acetic

acid has been carried out on the triplet and singlet potential
energy surfaces. We have characterized the possible inter-
mediate species as well as the relevant transition states for
this reaction. The lowest-lying species of the (NO2C2H6)+

system is found to be protonated glycine in its singlet state,
1A′. With the only exception of isomer I2, singlet states are
more stable than the corresponding triplet ones. For the
(NO2C2H6)+ system the stability order found is the following:
I3 (1A′) > I5 (1A′) > I1-cis (1A′) > I1 (1A′) > I8 (1A) > I4
(1A′) > I2 (3A′′ ) > I3 (3A) > I1 (3A′′ ) > I1-cis (3A) > I6
(3A′′ ) > I2 (1A′)> I7 (3A)′′ > I4 (3A′′ ) > I5 (3A).

Theoretical calculations on the triplet potential energy
surface suggest that paths, a, c and d, giving ionized glycine,
proton transfer products, and the CH2COOH+ compound,
respectively, are feasible processes under interstellar condi-
tions. The most favorable channel, from kinetic arguments,
should be the proton transfer process, which has lower
activation barriers. The less favorable one seems to be
formation of ionized glycine. On the other hand, all the
processes considered on the singlet potential energy surface
are exothermic and barrier-free and therefore feasible under
the conditions in the interstellar space. The formation of NH3

+ CH2COOH+ seems to be in principle the most favorable
one. Experimental results observed from SIFT experiments31

show that the products correspond to the proton transfer
process (NH + CH3C(OH)2

+), in agreement with the
theoretical results found on the triplet potential energy
surface. Therefore the present theoretical study provides a
reasonable interpretation of the experiments.

Our results suggest that even if the formation of ionized
glycine from the reaction of NH2

+ ion with acetic is a
favorable process under interstellar conditions, there are other
competitive channels that are most favorable.
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Abstract: Methods based on density functional theory calculations have been used to simulate
the absorption spectra of a streptocyanine and of its covalently bonded dimer. Two approaches,
based on multimode Franck-Condon overlap integrals, have been employed. In the first
approach the monomer and the dimer are treated as single molecules, and the Franck-Condon
factors are determined for both systems. The second approach is based on the diagonalization
of the dimer Hamiltonian which is constructed from the monomer Franck-Condon overlap
integrals and quantities describing the intermonomer electronic coupling. Both approaches
succeed in reproducing the hypsochromic shift of the maximum of absorption occurring upon
dimerization with an accuracy of 0.05 eV. The vibronic structure of the monomer is also in good
agreement with experiment and depends little on the inclusion of Duschinsky rotation effects.
The shape and relative intensity of the dimer spectrum is qualitatively reproduced by the two
methods, each of them being able to describe most of the vibronic features. Moreover, accounting
for the solvent effects in the calculation of the intermonomer electronic coupling improves the
agreement with experiment by reducing the intensity of the maximum and by enlarging the
spectrum at longer wavelengths.

1. Introduction

The description of the vibronic coupling in molecular
aggregates and of the corresponding absorption spectrum
have been the subject of many studies in the recent literature.
For example, Eisfeld et al.1 have employed the so-called
Coherent Exciton Scattering (CES) approximation2,3 to
rationalize the J and H bands of organic dye aggregates.
Eisfeld4 has also recently proposed a simple method based
on dipole-dipole coupled dimers to connect the absorption
properties of the dimer to its conformation. The vibronic
coupling in dimers has also been simulated from the
diagonalization of the dimer Hamiltonian in a basis of
monomer eigenstates.5-8 This approach allows the investiga-
tion of the weak and strong electronic coupling limits and

enables the introduction of different approximations by
eliminating some types of eigenstates from the basis set.6

However, in the above-mentioned approaches5-8 the absorp-
tion spectrum is usually described in terms of a single
effective vibrational normal mode coordinate, while the
electronic coupling parameters - representing the intermono-
mer interaction - are adjusted to reproduce the experimental
spectrum. Moreover, a multimode vibronic treatment of
coupled molecular dimers has been presented by Myers
Kelley9 and has been applied to the absorption, resonance
Raman scattering, and hyper-Rayleigh scattering of molecular
dimers.9,10 In this approach the multimode vibronic properties
are deduced from the analysis of the experimental resonance
Raman intensities, and the strength of the intermonomer
coupling is treated as an empirical parameter chosen to
reproduce the experimental absorption spectrum. Finally,
quantum chemical calculations describing the dimer as a
supermolecule have been reported.11,12 These methods allow
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a direct evaluation of the intermonomer interaction, but their
application has so far been limited to strongly coupled dimers
in which the absorption spectrum can be represented as a
single allowed electronic transition.

The aim of the present study is to investigate the ability
of first principles theoretical schemes to predict the vibronic
coupling and absorption spectrum of dimers. Two approaches
based on time-dependent density functional theory (TDDFT)
calculations are considered. In the first approach, similarly
to our previous studies,13-15 the absorption spectra of the
monomer and of the dimer are simulated using DFT/TDDFT
calculations treating the monomer and the dimer as simple
molecules. In this approach, the geometrical relaxation and
harmonic frequencies in the excited-state are computed for
the state with the largest oscillator strength. Then, the ab-
sorption spectrum is constructed from the Franck-Condon
(FC) factors, which are determined using a recursive scheme.
In a second approach, the multimode vibronic treatment of
coupled molecular dimers9 is employed. In this method, the
absorption spectrum of the dimer is obtained from the
vibronic structure of the monomer and from intermonomer
electronic coupling parameters. Furthermore, the amplitude
of the coupling is evaluated from TDDFT calculations, which
are performed at the dimer geometry. The two approaches
are applied to the absorption properties of a streptocyanine
dye and of its covalently bonded stacked dimer (Figure 1).
These systems have been previously studied experimentally
in methanol solution and theoretically at the INDO/S-CI
level by Katoh et al.16 The covalently bonded stacked dimer
is particularly suitable because its geometry is well defined
and does not require assuming the relative position of its
chromophoric moieties which can be the case for many
aggregates in solution.

2. Theoretical Method

2.1. Vibronic Coupling and Franck-Condon Factors
for a Single Molecule. Quantum chemical calculations were
carried out using the TURBOMOLE package.17 The geom-
etries and harmonic frequencies of vibration in the ground-
state were calculated at the density functional theory (DFT)
level by employing the B3LYP exchange-correlation (XC)
functional and the TZVP basis set. The vertical transition
energies EVert ) Ee - Eg were obtained from TDDFT with
the same XC functional and basis set. In order to investigate
the absorption properties, the geometry of the excited-state
with the largest oscillator strength was optimized. The sim-
ulation of the absorption spectrum requires the determination

of multidimensional FC overlap integrals 〈θg0|θeν〉 . In this
notation |θg0〉 is the vibrational wave function of the electronic
ground state (g) in its vibrational ground state (0), and |θeν〉
is the vibrational wave function of the electronic excited state
(e), where ν is a multi-index representing the harmonic
quantum numbers of the 3N-6 vibrational normal modes. The
FC overlap integrals were calculated with a homemade
program (MultiFC), which makes use of the recursive
relations given by P. T. Ruhoff.18 The FC integrals were
first calculated within the independent mode displaced
harmonic oscillator model (IMDHOM), which only takes into
account the geometrical differences between the ground and
excited states. The absorption spectrum at 0 K is then
obtained from eq 1:

A(ω) ∝ ω∑
ν

Γ
π

µge
2 〈θg0|θeν〉

2

(ω-Eeν)
2 +Γ2

(1)

The summation is taken over all vibronic levels in the
excited-state and the FC amplitudes are broadened by a
Lorentzian function describing the homogeneous broadening
with a full width at half-maximum (fwhm) equal to 2Γ. µge

is the dipole transition moment, and Eeν is the excitation
energy accounting for both the electronic and vibrational
levels. Typically, several thousands of FC overlap integrals
are considered in order to get converged spectra. This method
will be referred to in the following as the single molecule
approach. Within this single molecule approach, the impact
of the Duschinsky19 rotations was investigated for the mono-
mer. In that case, the determination of the FC overlap in-
tegrals requires the evaluation of the excited-state normal
coordinates of vibration.

2.2. Multimode Vibronic Theory of Coupled Mono-
mers. The absorption spectrum of the dimer was also
simulated using a second approach based on the multimode
vibronic theory of coupled identical monomers.9 This ap-
proach allows the calculation of the dimer absorption spec-
trum only from the knowledge of the monomer properties
and from the electronic coupling between both monomers.
In addition to the ground state (g), only the single excited
electronic state (e) - with the largest oscillator strength - is
taken into account, and the two monomers (A and B) are
coupled by an intermonomer electrostatic interaction. In the
present treatment the dimer is initially in its ground state
|(g0)A(g0)B〉 , and the final excited states are sought as linear
combinations of the basis vectors (|(g0)A(eν)B〉 , |(eν)A(g0)B〉),
in which ν is again a multi-index representing the vibrational
quantum numbers. For example, in this notation (g0)A denotes
the ground electronic and vibrational state of monomer A,
while (eν)B is a vibronic state of monomer B corresponding
to the vibrational excitation ν of the electronic excited state
(e). Then, the dimer vectors |(g0)A(eν)B〉 are constructed as
products of the monomer states |(g0)A〉 and |(eν)B〉 . It is
assumed in this basis that the vibrational excitation always
strictly accompanies the electronic excitation. This approach
has been referred to by Andrzejak and Petelenz6 as the
modified strong coupling (MSC) approach and will be re-
ferred to as so in the following. It is convenient to introduce
the symmetric and antisymmetric dimer states

Figure 1. Structure of the streptocyanine monomer and its
covalently bonded dimer.
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|g0, eν〉()
1

√2
(|(g0)A(eν)B〉 ( |(eν)A(g0)B〉) (2)

In this basis the dimer Hamiltonian H ) H0 + V is block
diagonal and is given by

(〈g0, eν|H|g0, eν′〉()Eeνδνν′ +
∆δνν′(Eexc〈θg0|θeν′ 〉〈 θeν|θg0〉 (3)

where Eeν are the monomer excited-state energies, Eexc is
the exciton shift responsible for the splitting of the zero-
order excited states, ∆ is a dimerization shift4 describing
both the modification of the initial and final state energies
due to the intermonomer interaction, and 〈θg0|θeν〉 are the
monomer FC overlap integrals evaluated as discussed in
section 2.1. The two blocks of eq 3 can be diagonalized
separately and lead to the true eigenvalues Es( and eigen-
vectors of the dimer excited states9

|ψs(〉 )∑
ν

Cs(;0,ν|g0, eν〉( (4)

The calculation of the absorption spectrum of the dimer
is then straightforward and can be performed by calculating
the matrix elements of the dipole operator µbA+µbB between
the ground-state and the excited vibronic states. For parallel
H-dimers (µbge

A .µbge
B ) -µge

2 ), these matrix elements are only
nonzero for the (-) block. In this case, the absorption spec-
trum is given by9

A(ω) ∝ ω∑
s

Γ
π

2µge
2 (∑

ν
Cs-;0,ν〈θg0|θeν〉)

2

(ω-Es-)2 +Γ2
(5)

Adopting this MSC approach requires the knowledge of
Eexc and ∆. These quantities have often been used as
parameters1-3,5-8 tuned to fit to experiment. In this work
they were evaluated from the vertical excitation energies of
the monomer (EVert

M ) and dimer (EVert
D ) following eqs 6 and 7.

Eexc )
E Vert

D (S2)-E Vert
D (S4)

2
(6)

∆)
E Vert

D (S4)+E Vert
D (S2)

2
-E Vert

M (S1) (7)

The electronic excited states S2 and S4 are the two ex-
citonic components of the dimer, while S1 is the monomer
excited-state with the largest oscillator strength (see sec-
tion 3.1).

2.3. Other Theoretical and Computational Aspects. The
effect of the solvent (methanol) on Eexc and ∆ was determined
by using the program GAUSSIAN 0320 (G03) and the
integral equation formalism of the polarizable continuum
model21 (IEFPCM). The ground-state geometries and vertical
transition energies of the monomer and dimer were calculated
at the DFT/TDDFT/B3LYP/6-311G* level of approxima-
tion. The calculations were also performed in vacuum and
showed similar results to the one obtained with TURBO-
MOLE at the B3LYP/TZVP level (Eexc and ∆ differ at most
by 0.01 eV between the two approaches).

3. Results

3.1. Excited States. Table 1 presents the vertical transition
energies and oscillator strengths of the monomer and dimer

calculated in vacuum and methanol solution. The orbitals
involved in the transitions are depicted in Figure 2 and have
similar shapes in vacuum and methanol. The first excited-
state of the monomer S1 is associated with a HfL config-
uration and presents a large oscillator strength of 1.410.
Therefore, this state is responsible for the absorption proper-
ties of the molecule in this energy domain. Indeed, the next
excited-state of the monomer, S2, is calculated with a higher
energy of 5.44 eV and a much smaller oscillator strength of
0.023. For the dimer, state S4 possesses the largest oscillator
strength (2.827). This value is exactly twice larger than the
S1 oscillator strength of the monomer. Therefore, state S4

corresponds to the allowed (ψs-) component of the molecular
exciton theory. Going from the monomer to the stacked
dimer, the transition energy to this strongly dipole-allowed
state shows a hypsochromic shift of 0.26 eV, which is
characteristic of H-dimers. State S2 presents a small oscillator
strength of 0.006 and is composed of comparable configura-

Table 1. Vertical Excitation Energies, Oscillator Strengths,
and Singly-Excited Configurations for the Lowest Energy
Singlet Excited States of the Monomer and the Stacked
Dimera

B3LYP/TZVP
(vacuum)

B3LYP/6-311G*
(methanol)

state transition
wt
(%)

Evert

(eV) f
Evert

(eV) f

monomer S1 HfL 99 3.77 1.410 3.65 1.487

dimer S1 HfL 98 2.41 <5.10-4 2.46 <5.10-4

S2 HfL+1 55 2.91 0.006 2.97 0.011
H-1fL 45

S3 H-1fL+197 3.74 <5.10-4 3.77 <5.10-4

S4 H-1fL 54 4.03 2.827 3.86 3.115
HfL+1 44

a The results in vacuum are calculated with TURBOMOLE at
the TDDFT/B3LYP/TZVP level of approximation, and the effect of
the solvent (methanol) is described using G03 with the IEFPCM
approach at the TDDFT/B3LYP/6-311G* level of approximation. H
and L correspond to the highest occupied and lowest unoccupied
molecular orbitals, respectively.

Figure 2. Molecular orbitals involved in the dominant con-
figurations of the monomer and dimer low-energy excited
states. H and L correspond to the highest occupied and lowest
unoccupied molecular orbitals, respectively.
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tions, HfL+1 and H-1fL, to S4. Therefore, S2 can be
associated to the forbidden (ψs+) component of the molecular
exciton theory. Two additional states, S1 and S3, are also
calculated, but they do not contribute to the absorption spec-
trum owing to their negligible oscillator strengths. Finally,
note that the TDDFT results are in agreement with the
molecular exciton theory, showing that only one electronic
state is responsible for the absorption properties of the
stacked H-dimer.

The inclusion of the solvent effects within the IEFPCM
approach leads to non-negligible modifications of the vertical
transition energies. On the one hand, a bathochromic shift
is found for the allowed states S1 and S4 of the monomer
and dimer, respectively. On the other hand, the S2 state of
the dimer is hypsochromically shifted in methanol solution.

The exciton and dimerization shifts can then be evaluated
in both environments from the energies of these states using
eqs 6 and 7. In vacuum, Eexc and ∆ amount to -0.56 eV
and -0.30 eV and to -0.45 eV and -0.24 eV in methanol,
respectively. Thus, accounting for the effects of the solvent
leads to a reduction of the absolute values of both Eexc and
∆, which will be reflected in the simulated absorption spectra.

When comparison is performed with the experimental
absorption maxima in methanol,16 it appears that the
calculated vertical transition energies of the monomer and
dimer are overestimated. Indeed, the theoretical value of 3.77
eV for the monomer is 0.75 eV above the experimental
maximum of 3.02 eV. Similarly, the calculated value of 4.03
eV for the dimer is 0.68 eV higher than the experimental
value of 3.35 eV. In the case of the monomer, the inclusion
of the geometry relaxation in the excited-state and of the
vibrational structure leads to a theoretical maximum of 3.55
eV, which is still 0.53 eV above the experimental value.
Additional corrections can be included by taking into account
the interactions with the solvent. The calculations performed
with the IEFPCM model and the program G03 for the vertical
transition energies suggest that the solvent effect leads to a
bathochromic shift of about 0.15 eV. Therefore, a value of
3.40 eV is our best theoretical estimate for the absorption
maximum of the monomer in methanol. The remaining
deviation of 0.38 eV with respect to experiment can be
attributed to the limitations of the theoretical method. These
limitations arise from the approximate XC functional (B3LYP)
and from the treatment of the solvent. In the later, specific
interactions with solvent molecules and, in the present case,
counterions are not taken into account. In the former, one
can distinguish between the limitations of both the exchange
and correlation parts of the functional. For instance, Peach
et al.22 related the excitation energy underestimations to the
charge transfer character of the transition. The situation is
nevertheless more complicated here and involves correlation
effects since the excitation energy is overestimated. However,
in previous studies on structurally related cyanine dyes13,14

it has been shown that these errors are rather systematic and
positive. Consecutively, it has been shown that the overes-
timation of the excitation energies for compounds belonging
to the same family can be corrected by applying a linear
scaling procedure, which reduces the deviations within 0.1
eV.

3.2. UV/Visible Absorption Spectra. Figure 3 presents
the absorption spectra of the monomer and stacked dimer
obtained from the single molecule approach within the
IMDHOM. In order to correct the spectra for the systematic
excitation energy overestimation, they were shifted so that
the experimental and theoretical absorption maxima of the
monomer coincide. Each vibronic transition was broadened
by a Lorentzian function (see eq 1) with a fwhm of 1000
cm-1. The value of the fwhm was chosen in order to
reproduce the experimental broadening of the spectra.16 Due
to the rather low resolution of the experimental spectra, only
homogeneous broadening was assumed and appears adequate
to simulate the observed broadening of the spectra. The
spectrum of the monomer shows a vibronic shoulder between
375 nm and 400 nm. The spectrum of the dimer displays a
narrower shape with a rather weak vibronic shoulder at
shorter wavelengths. The ratio between the dimer and the
monomer intensities at the maximum is equal to 2.35. The
position of the dimer maximum with respect to the monomer
is accurately predicted by the theory. An underestimation
of 0.05 eV is found in comparison to experiment. The
theoretical spectra also show a general good agreement with
the experimental spectra reported by Katoh et al.16 for both
the intensities and the shapes. Indeed, for the monomer and
dimer the shoulders at shorter wavelengths are properly
reproduced by the calculation. Nevertheless, the experimental
shoulder at larger wavelength for the dimer is not present in
the calculated spectrum.

Figure 4 compares the monomer spectrum with the ab-
sorption spectra of the model dimer obtained from the
diagonalization approach in the MSC basis set, where the
(monomer) FC overlap integrals are evaluated within
the IMDHOM. The spectra in vacuum and methanol were
simulated using the exciton and dimerization shifts given in
section 3.1. It should be mentioned that the spectrum in
methanol was calculated using the monomer overlap integrals

Figure 3. Absorption spectra of the monomer and stacked
dimer within the IMDHOM. The results are obtained from a
single molecule calculation at the TDDFT/B3LYP/TZVP level
of theory in vacuum. The theoretical ωe0,g0 ) Ee0 - Eg0 origins
have been shifted so that the experimental and theoretical
absorption maxima of the monomer coincide. The broadening
is described by a fwhm set to 1000 cm-1. The experimental
maxima in methanol16 (410 nm and 370 nm) are represented
by vertical lines.
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in vacuum and therefore that the effects of the solvent are
only included in the exciton and dimerization shifts. This is
however a good approximation since the shape of the
theoretical monomer spectrum in vacuum is in good agree-
ment with the experimental spectrum in methanol.16 The
positions of the absorption maxima for the dimer spectra are
in very good agreement with experiment. The calculated
values are underestimated by 0.01 eV and 0.05 eV in vacuum
and methanol, respectively. The ratios between the dimer
and monomer intensities are larger with values of 2.85 and
2.59 in vacuum and methanol, respectively. The dimer
spectrum in vacuum shows a rather single band shape,
whereas the spectrum in methanol displays a weak shoulder
at larger wavelengths. The presence of this shoulder is
connected to the smaller value of the exciton shift in meth-
anol and is in agreement with the experimental spectrum
reported by Katoh et al.16

Figure 5 shows similar spectra to Figure 4 obtained by
including the Duschinsky rotation effect. On the one hand,
the monomer spectrum displays a larger vibronic shoulder
and a decreased intensity at the maximum in comparison to
the IMDHOM scheme (Figures 3 and 4), which neglects
Duschinsky rotations. On the other hand, the intensities of
the dimer spectra are almost similar to those obtained from
the monomer FC overlap integrals calculated within the
IMDHOM approximation. This leads to larger dimer/
monomer intensity ratios of 3.28 and 2.90 in vacuum and
methanol, respectively. Moreover, the absorption maximum
in vacuum is overestimated by 0.005 eV, whereas it is
underestimated by 0.04 eV in methanol. In general, one can
conclude that for this compound, the Duschinsky effect has
a small impact on the shape and position of the dimer spectra.
In agreement with previous studies dealing with absorption
and resonance Raman spectra,23,24 this shows that the

IMDHOM can be considered as a good first approximation
for the determination of the vibronic structure of excited
states.

3.3. Further Discussion. As presented in the previous
section, general agreement is found between both approaches
and the experimentally reported spectra: i) the position of
the dimer maximum with respect to the monomer is predicted
with an accuracy of about 0.05 eV and ii) the global vibronic
structure and shapes of the spectra are reproduced. Neverthe-
less, some remarks can be drawn concerning the differences
and limit of applicability of both approaches. The comparison
between the single molecule approach on the stacked dimer
and the MSC results on the model dimer reveals some
differences. The single molecule calculation shows a shoulder
at shorter wavelengths, whereas the MSC method in metha-
nol produces a shoulder at larger wavelengths. Subsequently,
the second approach leads to a further increase of the
intensity of the absorption maximum.

On the one hand, the single molecule calculation on the
stacked dimer is based on the assumption that the Born-
Oppenheimer approximation is valid for the dimer as a
whole. As a consequence, the dimer displays a spectrum
comparable to the monomer with a regular FC progression
at shorter wavelengths. On the other hand, as discussed
recently by Andrzejak and Petelenz,6 the MSC approach is
truly valid for weak electronic coupling (exciton shift small
with respect to the monomer bandwidth) and can be con-
sidered as a good approximation for intermediate electronic
coupling (exciton shift comparable to the monomer band-
width). This approach is able to describe the complex in-
teractions between the vibronic states in the intermediate
coupling regime, which lead to a vibronic shoulder at longer
wavelengths. However, when the exciton shift becomes large
the intensity is mainly transferred to a single band, and the

Figure 4. Absorption spectra of the monomer and dimer. The
monomer spectrum is obtained within the IMDHOM while the
dimer spectra are obtained from eq 5 after diagonalization of
eq 3, of which the different quantities are evaluated at the
TDDFT/B3LYP level of theory. The theoretical ωe0,g0 ) Ee0 -
Eg0 origins have been shifted so that the experimental and
theoretical absorption maxima of the monomer coincide. The
broadening is described by a fwhm set to 1000 cm-1. The
experimental maxima in methanol16 (410 nm and 370 nm)
are represented by vertical lines.

Figure 5. Absorption spectra of the monomer and dimer. The
monomer spectrum is obtained including Duschinsky rotation
effects, while the dimer spectra are obtained from eq 5 after
diagonalization of eq 3, of which the different quantities are
evaluated at the TDDFT/B3LYP level of theory. The theoretical
ωe0,g0 ) Ee0 - Eg0 origins have been shifted so that the
experimental and theoretical absorption maxima of the mono-
mer coincide. The broadening is described by a fwhm set to
1000 cm-1. The experimental maxima in methanol16 (410 nm
and 370 nm) are represented by vertical lines.
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method is unable to reconstruct the regular FC progression
at shorter wavelengths. For the dimer investigated in this
study the ratio between the exciton shift and the monomer
bandwidth indicates a coupling lying between the intermedi-
ate and strong coupling limits. This is also suggested by the
rather short optimized intermonomer spacing of 4.07 Å.
Anyway, each method appears to be able to reproduce most
features of the dimer absorption spectrum, partly due to the
rather low resolution of the spectra. Improvements can
however be achieved within the second approach by includ-
ing in the dimer basis set vectors where both monomers
are vibrationally excited. In this situation, it has been
shown5,6 using the monomode dimer model that the in-
clusion of these states strongly improves the description
of the absorption spectrum for large exciton shifts. In
particular, the regular FC progression is reproduced in the
strong electronic coupling limit. The inclusion of such
effects in a multimode approach has been presented by
Myers Kelley9 by employing experimentally determined
quantities. In the future, an efficient implementation of
such a scheme based on theoretical quantum chemistry
approaches is expected to lead to more accurate predictions
of the dimers and aggregates absorption spectra. Never-
theless, the use of the MSC approximation is still mean-
ingful in situations like here and can lead to quantitative
predictions for the apparent energy shift arising upon di-
merization.

4. Conclusions

DFT and TDDFT schemes have been used to simulate the
absorption spectra of a streptocyanine and of its covalently
bonded dimer. Two approaches, based on multimode FC
overlap integrals, have been employed. The first approach
corresponds to a single molecule calculation where the FC
factors are determined for the monomer and the stacked
dimer separately. The second approach is based on the
diagonalization of the dimer Hamiltonian, which is con-
structed from the monomer FC overlap integrals and quanti-
ties (Eexc and ∆) describing the intermonomer electronic
coupling. Both approaches succeed in reproducing the hy-
psochromic shift of the maximum of absorption occurring
upon dimerization with an accuracy of 0.05 eV. The vibronic
structure of the monomer is also in good agreement with
experiment and depends little on the inclusion of Duschinsky
rotation effects. The shape and relative intensity of the dimer
spectrum is qualitatively reproduced by the two methods,
each of them being able to describe most of the vibronic
features. Moreover, accounting for the solvent effects in the
calculation of the exciton and dimerization shifts improves
the agreement with experiment by reducing the intensity of
the maximum and by enlarging the spectrum at longer
wavelengths. Finally, this study illustrates the efficiency of
quantum chemical calculations for the prediction of dimer
absorption spectra and can be seen as a first step toward first
principles description of vibronic coupling in molecular
aggregates.
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Abstract: The ab initio valence bond (VB) methods, VBSCF and VBCI, are applied to the ground
states and the covalent excited states of polyenes C2nH2n+2 (n ) 2-8) and polyenyl radicals
C2n-1H2n+1 (n ) 2-8). The excitation energy gap was computed at the ab initio VB level, which
is in good agreement with the semiempirical VB method, VBDFT(s), and the experimental values
as well as with the molecular orbital theory based methods, CASPT3 and MRCI. The ab initio
VB wave functions of systems are also in very good agreement with those of the VBDFT(s)
method, even though the former is based on the ab initio VB scheme while the latter is a
semiempirical Hückel type method, in which no orbital optimization procedure is performed.
The computational results show that the ab initio VB method is capable now of providing
numerical accuracy not only for bond forming and breaking processes, as shown in the past,
but also for excitation energies, as shown here. In addition, the computational results validate
the efficiency of the VBDFT(s) method, which is a simple VB model with less computational
effort but which provides intuitive insights into the excited states of conjugated molecules.

Introduction

Polyenes are versatile molecules with great appeal for the
chemical, biochemical, and physical communities. The
excited states of these molecules are especially important in
several processes in nature, such as vision and light harvest-
ing. It is no surprise therefore that this molecular family has
attracted much interest both experimentally and theoretically.
There is special interest in the properties of the longer chain
members of the polyene series because of their potential use
in nanodevices. As such, the present paper uses the modern
valence bond (VB) theory to calculate the excitation energies
and elucidate the properties of the covalent states of the even-

and odd-membered polyene series and their asymptotic
behavior as the polyene grows.

The ground-state of polyenes with an even number of
carbon atoms is 11Ag. One of the key excited states is the
so-called dark state 21Ag, which has drawn much attention
since the discovery by Hudson and Kohler.1,2 The pioneering
study of Karplus and Schulten3 has shown that 21Ag is the
first adiabatic excited-state for small polyenes. After their
study, more sophisticated calculations established the same
trend for larger members, up to C10H12.

4-12

The odd carbon series, the so-called polyenyl radicals,
share an unpaired electron. The smallest polyenyl radical is
allyl, which is of particular interest due to its doublet
instability observed in molecular orbital (MO)-based calcula-
tions.13-18 Higher polyenyl radicals have also been subjects
of interest as models for electron transport in polyacetylene,
in terms of migrations of neutral solitons.19-21 The covalent
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excited states in this series have state symmetries A2 and B1

that alternate along the series, starting from the smallest
member.

VB theory provides a powerfully intuitive tool for
understanding the electronic structures and reactivity patterns
of excited states. Indeed, quite a few VB approaches have
been designed and utilized for theoretical studies of the
covalent excited states of polyenes.11-14,22-31 Recently, we
have developed a semiempirical VB method, 32-35 called
VBDFT(s), which is scaled with a single parameter to give
the energy of the density functional theory (DFT). We used
the method to discuss the electronic structures of covalent
excited states in terms of the chemical VB structures, called
also the Rumer structures. In the previous studies, we derived
the ground rules needed to understand the results and used
these rules to discuss the asymptotic behavior of these
molecules as the number of carbon atoms goes to infinity.
Furthermore, the spin density distribution was discussed for
radical series. These studies showed that the VB theory
provides a coherent and lucid understanding of the properties
of the covalent excited state, such as the makeup of the
various states, their energies and geometries, the opposite
bond alternation properties of the ground and covalent excited
state, isomerization patterns, soliton characteristics, and so
on.

Although the VBDFT(s) excitation energies were in good
accord with sophisticated MO-based methods, such as
CASPT2 and MRCI, there is still a challenging question;
whether ab initio VB approaches are also capable of
reproducing quantitatively correct results and offering at the
same time lucid insight native to the VB method. Ab initio
VB applications to chemical problems are still lagging behind
the MO theory, due to their heavier computational cost,
associated with the use of nonorthogonal atomic orbitals in
VB theory. However, thanks to the rapid development in
computational science, VB theory has been enjoying some
revival for the last two-three decades.36-38 Very recently,
we have developed a VB method,39 called VBCI, which
incorporates configuration interaction into the VB method,
while still keeping the minimal set of VB structures used in
the simple VBSCF method. Several applications40 show that
the computational results of the VBCI method are in good
agreement with those of MO-based sophisticated methods.
We have therefore decided to apply in this paper two VB
methods, VBSCF and VBCI, to explore the ground and
covalent excited states of polyenes and polyenyl radicals and
to compare the results with CASPT3 and MRCI calculations.

Computational Methods

A Brief Summary of VB Methods. A many-electron VB
wave function is expressed in terms of VB structures ΦK

Ψ)Σ
K

CKΦK (1)

where ΦK may be a spin-coupled VB function or a spin-
free form of a VB function.41-43 The coefficients CK in eq
1 are subsequently determined by solving the usual secular
equation. Since VB structures are not mutually orthogonal,
normalized structure weights are defined as44

WK ) Σ
L

CKMKLCL (2)

where MKL is the overlap matrix element between structures
K and L.

One of the significant features of modern VB methods is
that the VB orbitals are optimized during the calculation. In
the VBSCF method,45 both the VB orbitals and structural
coefficients CK are optimized simultaneously to minimize
the total energy. The VBSCF method takes care of the static
electron correlation but lacks dynamic correlation,46 which
is an absolutely essential ingredient for the goal of quantita-
tive accuracy. Recently, an improved VB method, called
VBCI,39,40 was introduced, which uses a configuration
interaction technique to describe electron correlation, both
static and dynamic ones. Taking optimized VB orbitals from
the VBSCF calculation, a subsequent VBCI calculation
includes, in addition to the entire set of the VBSCF space,
also those excited VB structures, which are generated by
replacing occupied orbitals with virtual orbitals. In order to
keep the one-to-one correspondence of VB functions to
classical VB structures, the virtual orbitals in the VBCI
method are strictly localized, and during the CI procedure
the occupied orbitals are replaced only by those virtual
orbitals that are localized on the same atoms. In this manner
the VBCI wave function can be written as a linear combina-
tion of the same set of VB structures as in the VBSCF
method. Two levels of VBCI methods, VBCIS and VBCISD,
are applied in this paper, where VBCIS involves only single
excitations, while VBCISD involves also double excitations.

The Rumer Structure Set for Covalent States. For a
system of electron number N and spin S, the total number
of Rumer covalent structures is

dfull ) ( N
N ⁄ 2- S )- ( N

N ⁄ 2- S- 1 ) (3)

For polyenes (N ) 2n), with one π electron per π atomic
orbital, each VB structure contains n covalent π-spin pairs,
while for polyenyl radicals (N ) 2n-1), each structure
possesses n-1 covalent π-pairs and one unpaired electron.
For linear polyenes and polyenyl radicals, there are spin-
pairs over adjacent carbon atoms, which are actual π-bond
and there are spin-pairs over longer distances; the longest
being the one that links the two terminal carbon atoms. In
this paper, a π-bond of two neighboring atoms is called a
short bond, and any more distant spin-pair is called a long
π-bond. Although the energies of Rumer structures are
computed at the ab inito level in this paper, the spectrum of
the Rumer structures may be discussed qualitatively by
counting the number of short π-bonds.32-35

Scheme 1 shows the spectrums in terms of blocks that
differ in the number of short-bonds, where parts a and b of
Scheme 1 are for polyenes and polyenyl radicals, respec-
tively. For polyenes (N ) 2n), the lowest energy structure
is the fundamental Rumer structure which involves n short
π-bonds, denoted as R(0). The uppermost Rumer structure
possesses only a single π-bond in the center of the molecule,
while the rest of the electrons are paired into n-1 long bonds.
A Rumer structure belonging to a general block is indicated
by R(k), where k is the excitation rank and is simply the
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number of long bonds possessed by all the Rumer structures
of the k block.

For polyenyl radicals (N ) 2n-1), the lowest energy block
contains n fundamental Rumer structures, which involve n-1
short bonds and an unpaired electron located on an odd-
numbered carbon atom. The uppermost block consists of only
one pair of twin Rumer structures, each of which possesses
only one short π-bond near the center. In the VBDFT(s)
method,32-35 for uniform C-C bond lengths, all Rumer
structures in the same block share the same energy, and the
energy difference between the two neighboring blocks is
1.5λ, where λ is a parameter for the energy of a short π-bond.
This is because the excitation breaks one π-bond and adds
an additional nonbonded repulsion, which costs 0.5λ.

It can be seen from eq 3 that the number of total Rumer
structures increases exponentially with the number of carbon
atoms. In practice, it is impossible to include the full set of
Rumer structures in the calculations of long polyenes,
especially for ab initio VB treatments. The VBDFT(s)
studies33-35 showed that the ground-state properties were
well reproduced by using only the fundamental, the singly
and doubly excited Rumer structure blocks, while the excited
states naturally require to include also the triply excited
Rumer structures. In this paper, this truncation technique is
applied for the long polyenes for which the full Rumer set
is much too extensive. Therefore, two types of truncations
are employed in this paper and are symbolized as VB-

SCF(S,D), VBCIS(SD), etc. One type reduces the VBSCF
space by including only parts of the Rumer structures. This
information is designated with “S” or “S, D” in parentheses,
for example, VBSCF(S,D) means that one utilizes only those
Rumer structures belonging to the fundamental, singly
excited and doubly excited blocks of Scheme 1 for the
VBSCF structure space. The other type of truncation
information is for VBCI space. This is denoted as VBCIS
and VBCISD, where the S and SD refer now to the excitation
levels from occupied to virtual orbitals. Thus, for example,
using a label such as VBCIS(S,D) would mean that the
VBSCF space is (S,D), and the CI space of the VBCI
involves only singles.

State Symmetries. In our previous papers,33,35 the sym-
metries of states have been didactically and intuitively
illustrated by means of the VB theory. In short, for polyenes,
both of the ground-state and the dark state are Ag symmetry,
designated as 11Ag and 21Ag, respectively. For polyenyl
radicals, the ground-state is A2 symmetry for even-membered
n and B1 symmetry for odd-membered n, respectively.
Conversely, the symmetry for the first covalent excited-state
is B1(A2) for even(odd)-membered n.

Software. All VBSCF and VBCI calculations were carried
out using the Xiamen Valence Bond (XMVB) package.47

CASPT3 and MRCI calculations were performed using the
MOLPRO package,48 in which all π-electrons are included
and N orbitals are taken as active space for CNHN+2 molecule
(N ) 2n for polyenes or 2n-1 for polyenyl radicals). The
MRCI(SD) level is used for MRCI calculations.

Basis Sets and Geometries. In order to produce good
accuracy for the studies of excited states, a large basis set is
usually required. However, our goal in this paper is to reach
the chains of polyenes and polyenyl radicals as long as
possible, and therefore large basis sets are prohibitive. Instead
we use a D95V basis set, which is of a double-� quality and
is used for all calculations, including VB-based VBSCF and
VBCI methods and the MO-based CASPT3 and MRCI
methods. The 6-31G(d) is applied for C11H13 and C12H14 to
test basis set dependence. Optimized geometries for the
ground states of polyenes and polyenyl radicals,
C3H5-C16H18, were determined using B3LYP/D95V calcula-
tions implemented in the Gaussian 03 package.49 The
calculations were carried out in C2V symmetry for polyenes
and C2h symmetry for polyenyl radicals. The B3LYP/D95V
geometries are in good agreement with those obtained17e

using the CASSCF method.

Results and Discussion

The Effect of Truncating the Rumer Basis. To check
the errors that arise from the truncation of Rumer structures,
the polyenyl radical C11H13 and the polyene C12H14 were
tested at different truncation levels. Table 1 shows the effect
of truncating the Rumer basis on the excitation energies with
various VB methods. It can be seen that for C11H13 the
excitation energies with (S) and (S,D) structure truncation
are in good agreement with their corresponding values for
all three methods, VBSCF, VBCIS, and VBCISD, in which
the full Rumer set is used in the VBSCF calculation. The

Scheme 1. (a) Spectrum of the Rumer Basis Set for
Polyenes and (b) Spectrum of the Rumer Basis Set for
Polyenyl Radicals
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maximal deviation is 0.035 eV for VBCISD calculation. For
C12H14, the difference in excitation energy of singly trunca-
tion (S) from the full Rumer set is pretty large, ca. 1.5 eV,
while the deviation of doubly excitation truncation (S,D) is
quite small, 0.002, 0.003, and 0.105 eV for VBSCF, VBCIS,
and VBCISD, respectively. Therefore, these tests show that
for polyenyl radicals, reliable results can be obtained when
the Rumer set is truncated at the single excitation, while
doubly excitation should be included in calculations for the
polyene series.

VB Excitation Energies and the Convergence of the
Excitation Gap. Table 2 shows the VB vertical excitation
energies of polyenes, alongside the results of the semiem-
pirical VB method, VBDFT(s), and sophisticated ab initio
methods such as CASPT3 and MRCI. Full Rumer set
calculations were performed for C4H6-C12H14 except for the
VBCISD of C12H14, which is calculated at the VBCISD(S,D)
level. For C14H16, there are 429 Rumer structures, which are
too many to perform a VBSCF calculation with complete
orbital optimization. A more effective way is to use only
the singly excited structures (S) during the orbital optimiza-
tion procedure, followed by VBSCF(full) and VBCIS(S)
calculations with the so obtained optimized orbitals. For
C16H18, only the fundamental and eight singly excited Rumer
structures were included in orbital optimization, and then
VBSCF(S,D) was performed. As can be seen from Table 2,
the excitation energies of the all three levels of ab initio VB
methods match one another very well. The deviation among
the different methods is within only 0.09 eV. This indicates
that VBCI accounts well and on equal footing for the
dynamic correlation energies for both the ground-state and
the covalent excited states. The excitation energies of ab
initio VB methods are slightly higher than their correspond-
ing values of VBDFT(s) by 0.3-0.4 eV. The results of the
two sophisticated MO-based method, CASPT3 and MRCI,
are slightly different, where the excited energies of the MRCI
method are a little lower than those of CASPT3 by 0.2-0.4
eV. Note that the results of the ab initio VB methods are in
good agreement with those of the MRCI method; especially
good is the VBCISD method. The deviation of VBCISD
from the MRCI method is in a range of 0.03-0.08 eV.
Compared to experimental values, both of the ab initio VB
and MO-based methods predict higher excitation energies,
while VBDFT(s) values are in better agreement with experi-
ments. It should be noted that the theoretical vertical

excitation energy is generally higher than experimental
values, and thus the agreement between VBDFT(s) and
experimental values does not show that the VBDFT results
are better than those of ab initio VB and MRCI results.

Table 3 shows the VB vertical excitation energies for
polyenyl radicals. Similar to the polyene series, a full Rumer
set results are tabulated for C3H5-C11H13, while for C13H15

only singles (S) are involved in orbital optimization proce-
dure, followed by VBSCF(full), VBCIS(S), and VBCISD(S)
calculations, with no further orbital optimization. Similarly,
for C15H17, only eight fundamental Rumer structures of the
lowest energy were included in the orbital optimization
procedure, followed by VBSCF(S) and VBCIS(S) calcula-
tions. As can be seen from Table 3, all the results of the
three ab initio VB levels, VBSCF, VBCIS, and VBCISD,
are in very good agreement mutually. The maximum of
deviation is 0.06 eV. At the same time, all three ab initio
VB results are seen to be in very good agreement with the
corresponding semiempirical VBDFT(s) data. This latter
match is very gratifying considering the fact that VBDFT(s)
is just a Hückel-type VB method. Different from the polyene
series, here the MO-based methods, CASPT3 and MRCI,
match each other very well. The match between ab initio
VB results with those of CASPT3 and MRCI is also good;
the difference between VBCISD and MRCI methods are in
a range of 0.03-0.06 eV.

In order to check the basis set dependence, Tables 4 and
5 collect the excitation energies for polyenes and polyenyl
radicals with the 6-31G(d) basis set, respectively. It can be
seen from Tables 2 and 4 that the VBSCF values of
6-31G(d) are higher than those obtained by using D95V
by 0.12-0.30 eV for the polyene series, while for the VBCI
levels, the values of 6-31G(d) are lower than those of D95V.
Different from polyenes, for polyenyl radicals the excitation
energies of ab initio VB methods are almost identical and
are in very good agreement with those of 6-31G(d).
Furthermore, the excitation energies of ab initio VBSCF
methods for 6-31G(d) are in very good agreement with those
of MRCI and CASPT3.

Figure 1 shows the excitation energies of various methods
plotted against the number of carbons in the polyene chain,
while Figure 2 exhibits the same information for the radical
series. For the sake of economy, only VBSCF and VBDFT(s)
as well as MRCI curves are shown in the same plot. As can
be seen from the figures, all the three curves match very
well. The VBSCF curve is close to that of MRCI, compared
to that of semiempirical VBDFT(s) curve. The plots show
the falloff of the excitation energy as the chain gets longer
for both polyene and radical series. In a similar fashion to
the VBDFT(s) studies,33,35 an exponential fit to theVBSCF
curve in Figure 1 leads to eq 4

∆E) 2.63+ 7.848e-0.179(2n), R2 ) 0.99987;n) 2, 3, 4, ...
(4)

The intercept value of 2.63 eV at nf∞ is larger than that
of VBDFT(s), 2.05 eV. This means that long polyenes will
have a residual energy gap, presumably due to bond
alternation.

Table 1. Effect of Truncation of the Rumer Space on the
Vertical Excitation Energy (eV) for C11H13 and C12H14

Computed with the D95V Basis Set

molecule
space of VB
structuresa

no. of Rumer
structures VBSCF VBCIS VBCISD

C11H13 full 132 1.534 1.527 1.586
(S) 46 1.541 1.534 1.563
(S,D) 106 1.535 1.528 1.551

C12H14 full 132 3.562 3.548 3.497
(S) 16 4.966 4.955 5.085
(S,D) 66 3.564 3.551 3.602

a The space of the structure set which is used for the VB
calculation, where “full” denotes the full Rumer set, while (S)
means that those Rumer structures belonging to the fundamental
and singly excited blocks are used, and (S, D) adds also for
doubly excitations.
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For radical series, fitting the VBSCF curve in Figure 2 as
a cosine function leads to eq 5

∆E) 5.037cos
n- 1

2n
π, R2 ) 0.86629;n) 2, 3, 4, ... (5)

The value of amplitude 5.04 eV in eq 4 is virtually
identical to that of VBDFT(s), 4.96 eV. As discussed in the
previous paper,35 since the plot of radicals is done for ground-
state geometries, this residual gap results from the nonuni-
form C-C bond-length of the chain and represents thereby
the “soliton binding energy” (stabilization of the radical by
geometric distortion). For an infinite chain with uniform
C-C bond length, the state symmetry is independent of the
parity of n. As such, the symmetries of ground and covalent
excited states, A2 and/or B1, collapse into a degenerate state
of E symmetry. Therefore, the gap between the ground and
covalent excited states for uniform C-C bond length should
converge to zero.

Conclusion

This paper utilizes the ab initio VB methods, VBSCF and
VBCI, to compute the relative energies and electronic
structures of the ground and covalent excited states of

Table 2. VB Vertical Excitation Energies (eV) for Polyenes C2nH2n+2 (n ) 2-8) Computed with the D95V Basis Set

n
no. of Rumer

structures VBSCF VBCIS VBCISD VBDFT(s)a CASPT3 MRCI exp.

2 2 6.47 6.47 6.56 6.28 6.75 6.53
3 5 5.29 5.28 5.36 5.02 5.57 5.42 5.21b

4 14 4.49 4.49 4.55 4.19 4.79 4.60 4.41c

5 42 3.95 3.94 4.00 3.63 4.48 4.07 3.48d

6 132 3.56 3.55 3.60e 3.32 3.90 3.68 >2.68f

7 429 3.27 3.26e 2.93 >2.34f

8 225e 3.06e 2.70

a The semiempirical method of ref 33. b Reference 8. c References 9 and 50. d Reference 51. e VB(S, D) type. f Reference 52.

Table 3. VB Vertical Excitation Energies (eV) for Polyenyl Radicals C2n-1H2n+1 (n ) 2-8) Computed with the D95V Basis
Set

n
no. of Rumer

structures VBSCF VBCIS VBCISD VBDFT(s)a CASPT3 MRCI

2 2 3.21 3.21 3.26 3.26 3.29 3.29
3 5 2.54 2.53 2.57 2.49 2.63 2.62
4 14 2.07 2.07 2.10 2.01 2.16 2.16
5 42 1.76 1.75 1.78 1.68 1.85 1.84
6 132 1.53 1.53 1.59 1.45 1.63 1.61
7 429 1.40 1.41b 1.44b 1.29
8 120c 1.27b 1.19b 1.16

a Reference 35. b VB(S) type.

Table 4. VB Vertical Excitation Energies (eV) for Polyenes
C2nH2n+2 (n ) 2-5) Computed with 6-31G(d)

n structure VBSCF VBCIS VBCISD CASPT3 MRCI

2 2 6.59 6.30 6.36 6.67 6.65
3 5 5.49 5.19 5.24 5.57 5.42
4 14 4.75 4.45 4.49 4.72 4.70
5 42 4.25 3.94 3.85 4.17 4.15

Table 5. VB Vertical Excitation Energies (eV) for Polyenyl
Radicals C2n-1H2n+1 (n ) 2-5) Computed with 6-31G(d)

n structure VBSCF VBCIS VBCISD CASPT3 MRCI

2 2 3.13 3.08 3.11 3.33 3.33
3 5 2.53 2.45 2.47 2.66 2.66
4 14 2.09 2.01 2.03 2.19 2.19
5 42 1.80 1.72 1.73 1.87 1.86

Figure 1. Dependence of the 11Agf21Ag vertical excitation
energy on the polyene length for C2nH2n+2.

Figure 2. Dependence of the vertical excitation energy on
the polyenyl radical chain length for C2n-1H2n+1.
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polyenes C2nH2n+2 (n ) 2-8) and polyenyl radicals
C2n-1H2n+1 (n ) 2-8). The ab initio VB excitation energies
are in good agreement with MRCI and CASPT3, with
available experimental data, and with the formerly de-
veloped semiempirical VB method, VBDFT(s). VBDFT(s)
performs extremely well compared with all the ab initio
methods. Although not shown in the paper, the match is
apparent also for the VB wave functions, for which
VBDFT(s) and VBSCF have very similar results, despite
the fact that VBSCF performs orbital optimization, while
VBDFT(s) does not. As such, the computational results
validate the efficiency of VBDFT(s) method, which is a
simple nonexpensive VB model. Accordingly, VBDFT(s)
can be used to obtain intuitive insight into the covalent
excited states of conjugated molecules, as demonstrated
in the previous publications.32-35

From the perspective of method development, the
computational results show that the ab initio VB theory
is able to provide numerical accuracy for the physical
properties of excited states. We believe that this ability
to deal with excited states is one more step in the revival
of the VB theory.

Finally, while the present paper focuses on covalent
excited states, the ab initio VB method is also capable of
exploring the ionic excited states of polyenes, which are
important in excited-state chemistry and photophysics. For
the ionic excited states, there are many more Rumer
structures than those of covalent excited states. We are
currently studying the levels of truncation of the Rumer
set that will provide good accuracy and compact wave
functions.
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Abstract: The solvation behavior of Pt(II) versus Pd(II) has been studied in ambient water using
ab initio molecular dynamics. Beyond the well-defined square-planar first solvation shell
encompassing four tightly bonded water molecules as predicted by ligand field theory, a second
coordination shell containing about 10 H2O is found in the equatorial region. Additional solvation
in the axial regions is observed for both metals which is demonstrated to be induced by the
condensed phase. For the Pt(II) aqua complex, however, this water molecule is bonded with
one of its hydrogen atoms toward the cation, thus establishing a typical anionic solvation pattern,
which is traced back to the electronic structure of Pt2+ versus Pd2+ cations, in particular to the
anisotropic polarizability of their tetrahydrates. Systematic model calculations based on suitable
aqua complex fragments embedded in a polarizable continuum solvent support the idea that
anionic hydration is facilitated by the liquid. Furthermore, transient protolysis of water molecules
in the first shell is observed for both divalent transition metal cations, being more pronounced
for Pt(II) versus Pd(II). The relevance of these solvation features is discussed with respect to
the different acidity of Pt2+ versus Pd2+ aqua ions in water, their different water ligand exchange
rates, and force field modeling approaches.

1. Introduction

Metal-ion water solutions have received a large amount of
attention from the scientific community during the last three
decades. However, there is only scarce information available
for Pd(II) and Pt(II) from experiment1-5 and theory.6-10

Nevertheless, their aqua ions are both well-known to form
square-planar tetrahydrates,11 which introduces a strong
asymmetry in their hydration patterns. As a result, the
“concentric shell model” of Frank and Evans12 is no longer
valid and thus cannot be used to understand the solvation
structure in the nonequatorial regions. In this sense, although

overall consensus between different experimental and theo-
retical investigations is achieved on the gross square-planar
structure of these aqua ions, describing the axial regions
above and below the metal-oxygen plane remains contro-
versial. Previous EXAFS3,4 and LAXS3 studies on Pt(II)
solutions depict a completely unpopulated axial region, while
classical molecular dynamics (MD) simulations, employing
interaction potentials obtained from first principles,7,8 find a
so-called “meso-shell”. It consists of two labile water
molecules axially coordinated to the metal cation, M2+, at a
M-O distance of about 2.67 and 2.95 Å for Pd(II) and Pt(II),
respectively. A similar XAFS study on Pd(II) supports this
picture,5 while only one water molecule in the axial region
is predicted from a QM/MM MD simulation of Pd(II) in ref
9. A more recent combined theoretical (QM/MM MD) and
experimental (XAFS) study10 reports, instead, the finding
of two water molecules in the axial region of Pd(II), at
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2.7-2.8 Å from the metal, in agreement with the previous
meso-shell picture.7

Previous analysis of X-ray scattering data on PdCl4
2- and

PtCl4
2- showed two bonded water molecules at the apical

sites of these square-planar ions, at a distance of 2.77 Å to
the metal,13 indicating a similar axial hydration pattern as
that of the meso-shell obtained from classical MD.7,8

However, in Monte Carlo14 and Car-Parrinello MD15 simula-
tions of a solution of cisplatin (cis-Pt(NH3)2(Cl)2) in water
and in finite cluster solvation studies16 no axial hydration
structure such as the meso-shell was found at equilibrium,
but apparently no further detailed analysis of coordination
in the axial region was performed in those investigations.
An analysis of the interaction energy between the [Pt-
(NH3)4]2+ or trans-[Pt(OH)2(NH3)2] complex and a water
molecule approaching the metal along the axial region in
vacuum showed that a linear HO-H · · ·Pt arrangement,
called “inverse hydration”, is stabilized by electron dispersion
contributions to bonding.17,18 In particular, in the case of the
cationic compound the interaction occurs preferentially via
coordination through the oxygen atom, although “inverse
hydration” is observed in terms of a metastable local
minimum, while for the neutral compound an approach
through the hydrogen atom is clearly favored.

Elucidation of the axial coordination pattern of Pd(II) and
Pt(II) in aqueous solution not only is interesting from this
fundamental physico-chemical point of view but also impacts
onto biochemistry. Rate constants for water exchange at 298
K in these aqua ions are about 6 orders of magnitude higher
for Pd(II) than for Pt(II), the difference being attributed to
their corresponding activation enthalpies.11 The exchange
reaction is believed to follow an associative interchange
mechanism6 in which the transition state defines a trigonal
bipyramid for a 5-fold hydrated cation. A similar behavior
is observed for other Pd(II) and Pt(II) square-planar com-
plexes including ligands such as H2O, NH3, or Cl- when
exchange of a water molecule takes place: the mechanism
is associatively activated, and the reaction is faster for the
Pd(II) case.19,20 Some of these square-planar derivatives of
Pt(II) such as cisplatin are reactive as anticancer drugs when
they exchange their first-shell ligands for water molecules,
while analogous coordination compounds of Pd(II) are not.
The basis for this different behavior is thought to be the rate
of ligand exchange, which happens too fast in the Pd(II) case
to allow for the complex to reach its pharmacological
target.21 Thus, according to the water exchange mechanism,
the axial hydration structure may play an important and
discriminating role between Pd(II) and Pt(II) with respect
to their pharmacological activities.

In the present study, Car-Parrinello molecular dynamics22,23

(CP-MD) simulations for Pd(II) and Pt(II) in water at ambient
conditions are presented, thus introducing dynamical nuclear
and electronic degrees of freedom not considered in previous,
classical MD simulations published by some of the authors.7,8

The focus is on the hydration pattern in the axial versus
equatorial regions beyond the first, square-planar hydration
shell and, in particular, on the interplay of interactions
defining them, thus going far beyond our preliminary short
communication.24 These dynamical condensed phase ab initio

simulations in fully explicit solvent are complemented by
ab initio calculations of finite, solvated tetrahydrate com-
plexes within the Polarizable Continuum Model (PCM)25-27

in order to disentangle the solvent effects on a qualitative
level.

Furthermore, particular attention is paid to important
changes in polarization and many-body effects that lead to
transient protolysis of water molecules in the first coordina-
tion shell of the Pd(II) and Pt(II) tetrahydrates. Although
proton transfer, autoprotolysis, and Grotthuss structural
diffusion have been studied extensively in liquid water using
the ab initio MD framework28-32 as reviewed recently,33

reports on ion-induced dissociation of water molecules as a
source of proton transfer remain scarce. Temporary proton
transfer events in aqueous solutions of triValent Al(III) have
been previously reported,34,35 and even the 5-fold coordinated
complex [Al(H2O)4OH]2+ has been advocated as the pre-
dominant form of Al(III) in water under ambient condi-
tions.36 In addition, the mechanism and free energies of water
dissociation induced by the triValent transition metal cations
Cr3+ and Fe3+ in aqueous solution has been revealed
recently37 using CP-MD. Since Al3+ features a distinctly
different behavior, it has been concluded that “electrostatic
effects alone do not fully account for water dissociation”.35

Here, we analyze quantitatively the electronic structure of
the diValent transition metal Pd(II) and Pt(II) aqua complexes,
and we gain additional insights into transient protolysis which
is qualitatively related to experimental pKa measurements.1,2

2. Methods

Ab initio molecular dynamics simulations within the Car-
Parrinello approach,22,23 CP-MD, have been performed of
Pd(II) and Pt(II) cations in aqueous solution using the CPMD
program package.23,38 The PBE exchange and correlation
GGA functional39,40 was employed together with ultrasoft
pseudopotentials41 in conjunction with a plane wave basis
set truncated at 30 Ry. Each system was set up to contain
one metal dication and 70 water molecules in a periodically
repeated cubic simulation box of length 13.140 Å and 13.418
Å for Pd and Pt, respectively, in order to reproduce the
density of water at ambient conditions. Nose-Hoover chain
thermostats were applied to both nuclei and electrons. The
temperature was kept at 350 K in order to approximately
correct for the underestimation of temperature using GGA-
type functionals42 thereby emulating room temperature, ≈300
K. The equations of motion were integrated using a time
step of 4 au together with a fictitious electron mass parameter
of 400 au and the hydrogen mass for H.

The starting configurations were taken from previous
classical MD runs performed with Pd and Pt-water interaction
potentials based on ab initio parametrization.7,8 A 2 ps
thermalization plus a 2 ps system relaxation period preceded
each production run of over 11 ps length. The system
configuration was saved every 10 MD steps (≈ 0.97 fs) for
further analysis. For electronic structure analysis norm-
conserving dual-space Gaussian pseudopotentials43 and a
plane wave cutoff of 80 Ry were employed.

The dynamical liquid phase simulations were supple-
mented by static gas phase electronic structure calculations
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using finite solvation complexes subject to both vacuum
conditions and the solvent effects induced by a continuum
solvation model. Plane wave PBE gas phase calculations with
the CPMD code were performed by applying cluster bound-
ary conditions23 to avoid spurious electrostatic coupling of
periodic images of the charged clusters. In addition, PBE
and MP2 gas phase calculations using Gaussian basis sets
were carried out. For these calculations energy-consistent
pseudopotentials from the Stuttgart/Köln group (ECP28MWB
for Pd and ECP60MWB for Pt) and their corresponding
optimized valence basis sets (cc-pVDZ type) for Pd and Pt44

were used within the Gaussian03 package,45 together with
aug-cc-pVDZ basis sets46 for O and H. The continuum
calculations were used to study solvation complexes sys-
tematically as a function of a reaction coordinate describing
hydration in the axial region and were carried out with the
Polarizable Continuum Model (PCM)25,27 in its Integral
Equation Formalism (IEFPCM)47-50 as implemented in the
Gaussian03 package.47 The dielectric continuum was chosen
to represent liquid bulk water at 298 K, i.e. ε ) 78.39. The
cavities employed here were built by using atomic radii from
the Universal Force Field51 scaled by an alpha factor of 1.2
(rPd: 1.450 Å, rH: 1.443 Å), and all hydrogen atoms were
explicitly considered in the cavity definition.

The polarizabilities of the tetrahydrates in the gas phase
were computed using the Gaussian03 package45 with the PBE
exchange and correlation functional. The tetrahydrate ge-
ometry was first optimized using the chosen electronic
structure method. It has been reported that good values of
polarizabilities of metal cations can be computed within the
density functional framework if triple-zeta quality basis sets
extended with diffuse and polarization functions are em-
ployed.51 For the [Pd(H2O)4]2+ case, two different pseudo-
potentials from the Stuttgart/Köln group, together with the
corresponding optimized valence basis sets, were tested. The
ECP28MWB pseudopotential with cc-pVDZ quality basis
sets for Pd(II)44 together with aug-cc-pVDZ basis sets46 for
O and H yields virtually identical results as the ECP28MDF
pseudopotential with aug-cc-pVTZ-PP basis sets for Pd(II)53

and aug-cc-pVTZ basis sets46 for O and H. For Pt(II) no
triple-zeta quality basis set from the Stuttgart/Köln group is
available, so the ECP60MWB pseudopotential with cc-pVDZ
quality basis set44 was employed for this metal cation,
together with aug-cc-pVDZ basis sets43 for O and H.

3. Results

3.1. General Hydration Pattern. 3.1.1. Radial Distribu-
tion Functions. The spherically averaged solvation structure
around the Pd and Pt cations is first analyzed in terms of the
usual metal-oxygen and metal-hydrogen radial distribution
functions (RDFs) shown in Figure 1. The positions of the
peak maxima rM and the coordination numbers n are gathered
in Table 1. The first solvation shell is sharply defined and
integrates up to exactly four water molecules in both cases.
Zero density in the RDFs after this M-O peak means that
these four H2O molecules remain in the first solvation shell
during the whole simulation, as expected from previous data
on mean residence times of H2O in the closest environment

of these cations.19 The first M-O maximum appears at 2.04
Å for both Pd and Pt which is consistent with previous
experimental and theoretically obtained values ranging from
2.00 to 2.07 Å, see refs 3-5 and 7-9. The corresponding
M-H maxima are found at 2.61 Å which can be compared
to a value of ≈2.7 Å found previously using classical MD
simulations employing interaction potentials7,8 based on MP2
calculations and also by QM/MM MD simulations at the
Hartree-Fock level.9,10

The second hydration shell peaks are also clearly defined
but quite different in Pd and Pt as the peak is higher and
narrower in the case of Pt. In addition, a clear minimum
appears after the second Pt-O peak, whereas this is absent

Figure 1. M-O and M-H radial distribution functions for
aqueous Pd(II) (solid line) and Pt(II) (dashed line) solutions.

Table 1. Peak Maxima (rM in Å), Coordination Numbers
(n), and Underlying Integration Ranges (rL in Å) from M-O
and M-H Radial Distribution Functions of Aqueous Pd(II)
and Pt(II) Solutions

1st shell 2nd shell

rM n rL rM n rL

Pd-O 2.04 4.0 0-2.31 4.02 10.3 2.31-4.64
Pd-H 2.61 8.0 0-3.10 4.64 37.1 3.10-5.56
Pt-O 2.04 4.0 0-2.26 3.91 9.9 2.26-4.56
Pt-H 2.61 8.6 0-3.10 4.50 26.2 3.10-5.19
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in the Pd-O RDF. Thus the second solvation shell is more
pronounced in the case of Pt compared to Pd. The second
M-O peaks have maxima at 4.02 and 3.91 Å for Pd and Pt,
respectively. These distances are shorter than those obtained
from previous, classical MD simulations7,8 (4.08 Å for both
cations) and QM/MM MD simulations of Pd(II) (4.50 Å in
ref 9 and 4.40 Å in ref 10) and integrate up to about 10 H2O
molecules.

3.1.2. Spatial Distribution Functions. The M-O and M-H
RDFs merely provide spherically averaged information about
the distribution of water molecules in the solution around
the metal cation. Even though this purely radial information
is of great value in itself, it is not sufficient when studying
systems whose symmetry is clearly not spherical as in the
present case. Here, spatial distribution functions (SDFs)
presented in Figure 2 offer three-dimensional views of the
solvation neighborhood around the metal cations.

The spatial picture obtained for Pd(II) and Pt(II) solutions
is that of a well-defined square-planar first solvation shell,
see Figure 2, allowing for the definition of an average plane
containing the metal cation and those four oxygen atoms of
H2O that directly coordinate to the metal. The average
orientation of the hydrogen atoms in these first-shell water
molecules is distinctly different in Pd(II) and Pt(II) solution.
In the Pd(II) case, the molecular plane of two H2O are co-
planar with the metal-oxygen plane, while the other two H2O
are perpendicular to it. For the Pt(II) tetrahydrate on the other
hand none of the eight hydrogen atoms are contained in the
metal-oxygen plane.

Most interesting is the behavior beyond the first solvation
shell where a dense toroidal-shaped second hydration shell

is observed to enclose the tetrahydrate cores. In stark contrast
to the equatorial region, the axial regions remain sparsely
populated. Still, some H2O density is observed there at
second-shell distances. However, these H2O molecules are
not strictly second-shell molecules, as they are not bonded
to H2O in the first hydration shell. Based on this qualitative
knowledge a more quantitative analysis can be performed
by using angle-resolved RDFs that focus onto the axial and
equatorial solvation regimes.

3.1.3. Angular Decomposition of RDFs. The solvation
space around the metal cations is split into different regions,
which are defined by an azimuthal angle θ relative to the
axis perpendicular to the average molecular plane of the
tetrahydrate around the metal center. Then the RDFs for
the molecules included in each of these regions can be
obtained separately. Let us consider two hypothetical com-
pounds, one with an octahedral arrangement of the oxygen
atoms, O, around the metal center, M, and the other one with
an hexagonal-planar structure according to the sketch in
Figure 3. If all M-O average distances oscillate around one
RMO equilibrium value, both compounds will yield identical
M-O global RDFs, their corresponding peaks centered at RMO

with a half-width of σM-O due to molecular vibrations. In
order to distinguish between the two qualitatively different
coordination structures, one can define a molecular plane and
formally split the two hemispheres above and below into
regions defined by the solid angle with respect to the axis
normal to the molecular plane. The revolution of the
generatrix line around this axis defines symmetric conical
and semi-crown-shaped regions above and below the mo-
lecular plane. Then angle-resolved RDFs can be computed
taking into account those molecules that are contained in
each of those regions. To this aim, a reference homogeneous
density Fref is defined as the total number of O atoms in the
simulation box divided by the total box volume V, as in a
standard RDF computation. For each angular region the
partial RDF, gp(r), is obtained by dividing the current oxygen
density number (number of O atoms in a fraction of volume
centered in r within the given angular region) by the
reference density, Fref. An application of this definition is
shown in Figure 3, for the model example of two hexaco-
ordinated metal compounds, MO6, with the same average
distance, RM-O, but two different spatial distributions of O
ligands around the metal M (octahedral and hexagonal-
planar). Let us define two regions by means of the azimuthal
angle: θ ∈ [0, 60]° and θ ∈ [60, 90]° where the two
hemispheres, above and below the molecular plane, are
considered to be equivalent due to symmetry. Each of these
regions has a volume equal to half the total volume, V[0, 60]°

) V[60, 90]° ) V/2. The global RDFs show peaks of intensity
(6)/(FrefV), and thus no distinction is observed between the
octahedral and hexagonal-planar MO6 compounds. However,
when we compute angle-resolved RDFs, in the octahedral
case peaks of intensities (4)/(FrefV) and (8)/(FrefV) are
observed for the [0, 60]° and [60, 90]° regions, respectively.
On the other hand, for the planar compound no signal is
observed in the [0, 60]° region, while a peak of intensity
(12)/(FrefV) appears in the [60, 90]° region. Thus, this type
of decomposition of global RDFs into angle-resolved RDFs

Figure 2. Spatial distribution functions for hydrogen atoms
in the first solvation shell (white surfaces) and oxygen atoms
in the first and in the second solvation shells (red and cyan
surfaces, respectively) of Pd(II) and Pt(II), from apical (up)
and equatorial (below) points of view. The average square-
planar geometry of the tetrahydrates is represented as pink,
red, and white bars.
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helps to extract a quantitative understanding from the
distribution of ligands around a given metal center.

In the case of the Pd(II) and Pt(II) tetrahydrates with a
square-planar first solvation shell, three angular regions
were defined within the angular ranges θ ∈ [0, 30]°
(termed axial region), θ ∈ [30, 60]° (intermediate region),
and θ ∈ [60, 90]° (equatorial region). For each configu-

ration snapshot selected for this analysis all water
molecules were uniquely assigned to one of the three
regions. Figure 4 depicts the resulting angular decomposi-
tion of the global M-O and M-H RDFs for the Pd(II) and
Pt(II) aqueous solutions. In these angle-resolved RDFs one
can clearly observe that the closest water molecules appear
in the equatorial region, which is quite similar for both

Figure 3. Decomposition of M-O global RDFs (left) into contributions coming from different angular regions for an octahedral
(top) and a hexagonal-planar (bottom) MO6 compound, see text for further details. RDFs and running integration numbers are
represented by solid and dashed lines, respectively.

Figure 4. Decomposition of M-O (solid line) and M-H (dashed line) global RDFs for aqueous Pd(II) (top) and Pt(II) (bottom)
solutions into three angular regions defined by the solid angle θ defined in Figure 3: axial region: θ ∈ [0, 30]°, intermediate
region: θ ∈ [30, 60]°, and equatorial region: θ ∈ [60, 90]°.
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Pd and Pt solutions. It includes peaks from the first
hydration shell, in accordance with the average square-
planar geometry of the tetrahydrates as well as part of
the second hydration shell. Furthermore, the Pt-H RDF
also features a pronounced peak at short distances which
is not observed for the Pd case.

Remarkable differences between the two systems can be
found in the intermediate and axial regions. The second
solvation shell is mainly distributed among the [30, 60]° and
[60, 90]° regions. The differences between Pd(II) and Pt(II)
second shells are more clearly observed in these partial RDFs
than in the global RDFs. In the case of Pt(II), a strong M-O
peak appears in the [30, 60]° region, and smaller contribu-
tions are found in the axial (peak centered at ≈4 Å) and
equatorial regions. For Pd(II) the second hydration shell is
more evenly distributed among the [30, 60]° and [60, 90]°
regions. These different distributions of the second solvation
shell can be understood taking into account the average
orientations of the hydrogen atoms in the first solvation shell
observed in the SDFs (see Figure 2). In the Pt(II) case, most
hydrogenatomsare locatedaboveandbelowthemetal-oxygen
plane, therefore forcing the second-shell H2O molecules,
which are directly bonded to them, to be further away from
the metal-oxygen plane than in the Pd(II) case.

In the axial region a maximum at 2.55 Å can be found in
the Pt-H RDF which integrates to 0.6 hydrogen atoms. A
corresponding Pt-O peak can be found at around 3.50 Å
integrating also to 0.6 oxygen atoms. These two peaks are
evidence for a water molecule that is weakly bonded to the
metal cation through a hydrogen atom, i.e. this water
molecule is oriented as if it was coordinated to an anion.
Therefore this coordination pattern may be termed anionic
hydration. A second Pt-O peak at 4 Å is observed,
integrating up to 0.8 oxygen atoms, which represents a
second H2O molecule in the axial region but at a second-
shell distance and bonded through the oxygen atom. In the
Pd(II) case the Pd-H peak can also be found, but it is much
less defined. There is only one Pd-O peak around 3.5 Å
(close to second-shell distances) which integrates up to 1.1
oxygen atoms. For Pd the axial water molecule is poorly
oriented, its interaction with the Pd(II) cation being much
weaker than in the Pt(II) case and being established through
the oxygen atom. It is worth noticing that particular structural
features hardly visible in the global RDFs are clearly
observed by means of constructing these partial RDFs.

In Table 2 the number of water molecules contributing to
the second peaks found in the global RDFs are reconstructed

based on the contributions from the angle-resolved RDFs.
Putting together all the structural information so far obtained,
the solvation pattern of Pd(II) and Pt(II) can be described as
follows. For both cations the first hydration shell is well
defined and composed of four water molecules arranged in
an average plane defined by the metal cation and the four
first-shell oxygen atoms. At typical second hydration shell
distances about 10 H2O are found, which are mainly located
in the equatorial region thereby enclosing the square-planar
aqua ions in a crownlike arrangement. Eight of them are
directly bonded to the four H2O molecules in the first
hydration shell, thus constituting a proper second hydration
shell. In the Pt(II) case, the two additional H2O molecules
are disposed in the axial region, their orientations being
anionic for one of them and through the oxygen atom for
the other one as shown in Figure 5 using a representative
configuration. However, their residence time in the axial
region is rather short, indicating a weak interaction with the
metal cation. For Pd(II), only one H2O molecule enters the
axial region, interacting with the metal through the oxygen
atom and residing for a shorter time than in the Pt(II) case,
whereas the other water molecule is a bridge H2O, which
helps to strengthen the structure within the second hydration
shell (see Figure 5).

Although the overall solvation scenario in terms of a rigid
square-planar first solvation shell and a less defined second
shell is in agreement with other theoretical6-10 and
experimental1-5 investigations, the previously found axial
hydration structures for Pd(II) and Pt(II) were quite different.
In classical MD simulations7,8 a pronounced meso-shell
consisting of two H2O molecules bonded to the metal cation
through their oxygen atoms was found for both Pd(II) and
Pt(II). These axial H2O showed a much higher persistence
than in ab initio MD and were located at a distance of 2.67
and 2.95 Å from the metal for Pd(II) and Pt(II), respectively,
in agreement with XAFS experimental results.5 A similar
orientation was found within the QM/MM simulation
framework9,10 for one or two tighter H2O molecules in the
axial region of Pd at a distance of 2.5-2.8 Å from the metal
cation. However, the possibility of square-planar compounds
of Pt(II) accepting coordination from an axial water molecule
through its hydrogen atom (referred to as “inverse hydration”)
was already suggested for the case of the neutral microsol-
vated trans-[Pt(OH)2(NH3)2]. H2O complex in vacuume.17,18

When dealing with cations in aqueous solution, a perfect,
collinear ion-dipole orientation of solvation water with
respect to the metal cation would be characterized by a tilt
angle of 180° (being the angle between the geometric dipole
moment vector of the bonded H2O molecule and the vector
between the cation and the oxygen atom of this molecule).
However, already the pioneering classical MD study of an
electrolyte solution54 observed a significant tilt which is
consistent with an arrangement where one of the lone pairs
rather than the dipole vector points toward the cationic center.
This picture has been confirmed by subsequent simulations
as well as by diffraction experiments.55 In the current CP-
MD simulations the first shell water molecules show an
average tilt angle of ca. 135° and 132° for Pd(II) and Pt(II),
respectively, to be compared with ≈165° for both Pd(II) and

Table 2. Reconstruction of the Second Hydration Shell in
Aqueous Pd(II) and Pt(II) Solutions Based on the Different
Contributions in Terms of Angle-Resolved RDFs Introduced
in Figure 4a

rL [0,30]° [30,60]° [60,90]° n

Pd-O 2.31-4.64 1.0 4.0 5.3 10.3
Pt-O 2.26-4.56 1.7 4.6 3.6 9.9

a [0, 30]°, [30, 60]°, and [60, 90]° label the integration numbers
obtained for the angle-resolved RDFs within the reported rL

integration limits (in Å) corresponding to axial, intermediate, and
equatorial regions, respectively, and n is the sum of the three
angle-resolved contributions.
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Pt(II) obtained from classical MD and ≈175° in the above-
mentioned Pd(II) QM/MM simulations. When the axial H2O
molecule comes close to the cation, its average tilt angle
decreases to ≈100° for Pd(II) in the present CP-MD
simulation to be compared to ≈100° and 90° in the above-
cited classical MD and QM/MM MD approaches, respec-
tively. An “anti ion-dipole” orientation with a tilt angle close
to 0° would represent the other limiting behavior. On the
other hand, the typical solvation of anions such as Cl- as
the prototype occurs preferentially via the hydrogen atoms
of the first shell H2O molecules yielding a tilt angle of
typically 50 ( 10°, see refs 54 and 55. These angles should
be compared to an average tilt angle of ≈40° observed in
the CP-MD simulation for the axial water molecules around
Pt(II). Clearly, the orientation of these axial water molecules
with respect to the cation cannot be classified as a typical
cationic solvation pattern, whereas it fits rather well the
anionic hydration scenario. In the following, this peculiar
solvation beyond the square-planar first shell will be
dissected.

3.2. Axial Hydration. At first glance, the hydration of
Pd(II) and Pt(II) aqua ions in the axial regions above or below
the square plane, although dynamical and scarce, seems
striking for various reasons. First of all, standard ligand field
theory predicts a square-planar 4-fold coordination to be the
most stable situation for these aqua ions leaving the axial
regions as completely void spaces between the tetrahydrate
and the bulk. Second, the hydration pattern in the axial region
is very different between these two tetrahydrates, despite the
similarities found in the intermediate and equatorial regions.
In the Pd(II) case, one H2O slightly escapes the second
solvation shell, entering the axial region oriented toward the
metal cation through the oxygen atom. For Pt(II), in contrast,
one of the axial H2O approaches the metal cation not through
the oxygen atom, as expected, but through the hydrogen atom
like in an anionic solvation shell. In order to gain further
insights into these surprising results two different procedures
have been employed: analysis of the electronic structure and
description of interaction energies in gas phase and in
solution.

3.2.1. Electronic Structure Analysis. Random snapshots
were sampled from the simulation trajectory of Pt2+ in
aqueous solution. The system was conceptually separated

into the following components: the tetrahydrate [Pt(H2O)4]2+,
the axial H2O molecule with anionic orientation, a second-
shell H2O molecule, and the remaining solvent. The elec-
tronic (valence) density and the total electrostatic potential
were computed for each of these entities which were
subtracted from the functions corresponding to the whole
system. This strategy allows for a comparison of the axial
interaction with a standard hydrogen bond between a water
molecule in the first solvation shell of Pt and a second-shell
H2O molecule.

This analysis shows that there is a certain charge transfer
from the axial water molecule and the metal cation toward
the region between them, as seen by a net displacement of
the electronic density toward that region (white lobe) in the
left panel of Figure 6a. In addition, the relative electrostatic
potential is observed to become more negative, i.e. less
electron attracting, in that region depicted by the red area in
the right panel of Figure 6a. This pattern is qualitatively
similar to the hydrogen bond between the first and second
solvation shells observed for the same snapshot (see Figure
6b) The main effect of the interaction is the increase of
electronic density (or negative charge character) in the region
between the atoms involved, revealed by a pronounced white
lobe in that region of space concurrent to a more negative
relative electrostatic potential (red area). Therefore this
anionic interaction behaves like a weak hydrogen bond
formed between the hydrogen atom of the axial H2O
molecule and the polarized Pt(II) cation. This interpretation
is reinforced by an additional analysis in terms of maximally
localized Wannier functions.56 When anionic axial hydration
is established, the Wannier center located along the Pt-H
direction moves slightly away from the Pt ion toward the
hydrogen atom of the axial H2O molecule, enlarging the
average metal to Wannier center distance of 0.38 Å to 0.44
Å signaling polarization. In addition, we have computed
Kohn-Sham canonical orbitals for a snapshot extracted from
the Pt(II) simulation in which anionic hydration takes place.
The resulting orbitals indicate an interaction between the 5dz2,
5dxz, and 5dyz orbitals of the metal and orbitals of the axial
water molecule, the contribution of the 5dz2 being more
important than that of the 5dxz and 5dyz orbitals.

In solution, the more pronounced localization of the
solvent electronic density in the equatorial region induces a

Figure 5. Snapshots sampled from the simulations of aqueous Pd(II) and Pt(II) solutions showing the tetrahydrate cores (licorice
representation with red oxygen atoms), water molecules in the axial region (licorice representation with blue oxygen atoms),
and some second shell and bulk water molecules; hydrogen bonds are sketched as dotted white lines.
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slight electronic density redistribution of the metal, where
the more diffuse character of the dz2 orbital occupying the
axial region stabilizes the system. In the case of the Pt(II)
tetrahydrate this delocalization is sufficient for a dynamic
anionic arrangement with a single H2O molecule to take
place. In the Pd(II) species the 4dz2 orbital is less diffuse
than the 5dz2 in Pt(II), thus not being able to achieve an
anionic coordination with an axial H2O.

This conclusion can be quantified by considering the
polarizability tensors of the two tetrahydrate cores, i.e. of
[M(H2O)4]2+ for M ) Pt2+ and Pd2+, reported in Table 3.
Although the isotropic polarizability Riso of this complex is
virtually identical for Pt2+ and Pd2+, there are significant
differences when it comes to the anisotropy of the polariz-
ability tensor. Within the square plane of the tetrahydrates
the Rxx ) Ryy values are, again, very similar for both Pt2+

and Pd2+, but the polarizability Rzz along the z-direction, i.e.
perpendicular to this plane, is significantly larger for Pt2+.
Thus, the [Pt(H2O)4]2+ tetrahydrate is expected to be more

polarizable in the axial regions in comparison to the
respective Pd2+ complex, which is exactly the region where
anionic solvation is observed for Pt(II) in aqueous solution.

Overall, these four different ways to analyze the electronic
structure yield the same qualitative picture when it comes
to their solvation behavior beyond the first, tightly bonded,
square-planar shell. Thus, the anionic hydration as such and
also the qualitative differences between the behavior of
Pt2+(aq) and Pd2+(aq) can be traced back in the framework
of ab initio MD simulations to the electronic structure
properties of the particular transition metal.

3.2.2. Metal-Water Interaction Energies in the Gas Phase.
One could think that the unexpected anionic orientation found
in the Pt(II) case is originated as an artifact of the electronic
structure method underlying the CP-MD simulations. In order
to make sure that anionic hydration is not derived from the
use of a DFT method with plane waves, a number of
calculations for finite solvation complexes in the gas phase
have been performed using PBE/plane waVes (p.w.), PBE/
Gaussian functions (g.f.), and MP2/g.f. The g.f. used were
of the aug-cc-pVDZ type for O and H, whereas for Pd and
Pt the pseudopotentials and optimized valence basis sets
(MWB pseudopotentials and cc-pVDZ basis sets) of the
Stuttgart/Köln group were applied. The so-called interaction
energy between the metal tetrahydrate solvation core,
[M(H2O)4]2+, and an axial H2O molecule approaching the
metal center in anionic and ion-dipole orientations, i.e.

∆E(d))E([M(H2O)4]
2+ •H2O)-E([M[H2O)4]

2+)-
E(H2O) (1)

was computed in vacuum as a function of the metal-oxygen
or metal-hydrogen distances, i.e. d ) dM-O and dM-H, using
the PBE and MP2 methods. The structures of the fragments
[M(H2O)4]2+ and H2O were kept frozen along the reaction
path d. The counterpoise (CP) correction57 to the basis set
superposition error (BSSE) was applied to the raw data
obtained with atom-centered gaussians, whereas the plane
wave based PBE/p.w. calculations do not suffer from BSSE.

Figure 7 shows that both methods, PBE and MP2, yield a
strong preference of the ion-dipole orientation over the
repulsive anionic arrangement for both metal cations in gas
phase (note the difference in energy scales of the left and
right panels). In particular, both methods predict for the ion-
dipole orientation well defined minima at consistent positions
and attractive interaction energies for both Pd(II) and Pt(II).
For the Pd(II) cation in the anionic orientation, the three
methods yield curves with no minima, albeit at long distances
the agreement is not good, since the PBE/p.w. curve shows
a stronger dissociative behavior than the PBE/g.f. and MP2/
g.f. curves.

In the anionic solvation case of Pt(II), shown in the lower
left panel of Figure 7, there is seemingly a qualitative
disagreement between the MP2 and PBE behaviors: the two
PBE curves yield a very shallow minimum of about half a
kcal/mol only, whereas the MP2 curve is steeply repulsive
upon close approach, flat at intermediate distances, and
asymptotically dissociative without displaying any metastable
state. However, when it comes to assessing MP2 interaction
energies, it is well documented that the full (100%) coun-

Figure 6. Electronic structure analysis of the anionic hydra-
tion of the solvated Pt(II) tetrahydrate compared to a proper
hydrogen bond between a first-shell and a second-shell water
molecule. A representative snapshot is shown in two orienta-
tions revealing the axial (a) and equatorial (b) interactions.
Left: Electronic (valence) density difference (see text) shown
by isosurfaces at +0.005|e| (white lobe) and -0.005|e| (blue
lobe). Right: Electronic (valence) density surface (isosurface
at +0.02|e|) onto which the change in electrostatic potential
(see text) is mapped ranging from -0.02 au (red) via yellow
and green to +0.02 au (blue).

Table 3. Isotropic Polarizability, Riso, and Anisotropic
Components, Rxx ) Ryy and Rzz, in au3 Computed for the
Pd(II) and Pt(II) Tetrahydrates in Vacuuma

complex basis set Riso Rxx ) Ryy Rzz

[Pd(H2O)4]2+ ECP28MWB 52.2 58.7 39.2
ECP28MDF 52.3 58.7 39.6

[Pt(H2O)4]2+ ECP60MWB 53.7 58.8 43.6

a The square-planar tetrahydrate lies in the xy plane and z is
the axial direction. The basis sets are labeled according to the
pseudopotential chosen for the metal cation (see section 2
Methods).
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terpoise correction overestimates the BSSE.58 Therefore, we
apply only half (50%) of the CP-correction as suggested by
Kim and co-workers,59 CPK. It should be noted that the CPK

BSSE correction scheme is considered to be much more
realiable for this type of interaction than the full CP-
correction as can be judged based on previous experience
on different systems, including hydration of halide anions.59,60

The CPK scheme yields a curve which does show a shallow
minimum like the BSSE-free PBE data, whereas the full CP-
correction leads to a purely repulsive interaction potential
with respect to the axial water molecule in anionic orientation.

Considering all this evidence derived from PBE and MP2
calculations, the present analysis strongly suggests that the
anionic orientation of the axial water molecule appears as a
shallow metastable minimum for Pt(II) in the gas phase. This
result is in agreement with an analogous analysis of the

interaction energy between the [Pt(NH3)4]2+ complex in
vacuum approached by a water molecule in axial posi-
tion.17,18 Although this minimum does not account for the
hydrogen pattern observed in the CP-MD simulation, in the
next subsection it will be demonstrated that bulk solvation
effects finally stabilize this peculiar axial water molecule in
aqueous Pt(II) solutions.

3.2.3. Ion-Dipole Vs Anionic Orientation in Aqueous
Solution and Ligand Exchange. Once the electronic structure
method employed in the CP-MD simulations has been
scrutinized for the quantum mechanical interaction energy,
now we study how condensed phase effects affect the two
types of relative orientations of axial water molecules. The
energy profile of a water molecule approaching the Pt(II)
tetrahydrate along the axial direction, which is perpendicular
to the metal-oxygen molecular plane of the tetrahydrate,
has been built taking as geometrical coordinate the metal-
water distance along that direction. In each curve, the region
close to the minimum has been scanned. The reference
geometries selected for these calculations (Figure 8) were
extracted from a representative snapshot for the two axial
coordination modes in the Pt(II) CP-MD trajectory. Specific
solvent effects have been included explicitly by considering
the set of three water molecules that surround the axial water
molecule in the reference snapshot. Two of these additional
H2O are directly bonded to first-shell water molecules and
therefore are kept fixed along the energy profile. The third
H2O is displaced with the axial water molecule, partially
representing its interaction with the water network of the
bulk.

Average bulk solvent effects have been introduced by
means of the polarizable continuum model (PCM)25,27 where
the solvent is represented by a dielectric continuum charac-
terized by its dielectric permittivity, ε, thus including
electrostatic components of the solvation in a mean-field
manner. In the case studied here, the dielectric continuum
surrounds the molecular complex formed by the Pt(II)
tetrahydrate and the water molecule cluster. Then, formally
a semicontinuum solvation model has been adopted. This
approach allows, on one hand, the definition of a part of the
solvation at a molecular level for a reduced but significant
number of solvent molecules and, on the other hand, satisfies
the condensed medium effects by including a dielectric
continuum. It is worth mentioning that although the number
of explicitly included water molecules is small, the use of
cavities adapted to the molecular shape allows for inclusion
of certain ingredients of specific solvation.26 In this spirit,
the energies obtained with the PCM method can be used to
study qualitatively the hydration of the Pt(II) tetrahydrate
along a defined region, such as the axial one, the information
being derived from a source independent from the CP-MD
simulations.

Figure 9 shows the total PBE/g.f. energy as a function of
the Pt-O or Pt-H distances for the two types of relative
orientation of the axial water molecule illustrated in Figure
8. The energy gap between the ion-dipole and anionic
orientation minima in the microsolvated representation (see
Figure 9a) is 22.2 kcal/mol. When this energy gap is
computed using PBE/p.w. the resulting value is 22.8 kcal/

Figure 7. Interaction energies according to eq 1 between the
Pd(II) (upper panels) and Pt(II) (lower panels) tetrahydrates
and an additional water molecule in an axial position with
anionic (left) and ion-dipole (right) orientations as a function
of metal-hydrogen atom and metal-oxygen atom distances
with respect to the axial H2O molecule, respectively. The zero
of energy corresponds to the isolated tetrahydrate and H2O
fragments. PBE/g.f. energies have been corrected for the
BSSE using the (full, 100%) CP-correction,57 whereas the
PBE/p.w. calculations are free of BSSE. For MP2/g.f. energies
two correction schemes have been applied: full (100%) CP-
correction and, in the anionic coordination case of Pt, half
(50%) CP-correction (“MP2/g.f. CPK”) according to ref 59.
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mol. Then we can be confident that the analysis derived from
these curves is not affected by different quantum mechanical
ingredients than those of the CP-MD simulations. The
minimum for the anionic orientation curve is defined at ca.
2.3 Å (Pt-H distance), whereas the minimum for the ion-
dipole orientation is close to 3.8 Å (Pt-O distance).
Interestingly, the interaction energy curve for the ion-dipole
approach of one water molecule to the Pt(II) tetrahydrate
(see Figure 7) shows a minimum to a much shorter Pt-O
distance, ca. 3.1 Å. This indicates that the second-shell water
molecules, which are strongly coordinated to the equatorial
first shell, prevent a closer approach of the axial water
molecule to the Pt cation. Bearing in mind that the axial
partial RDFs for Pt-O show a peak at ca. 4.0 Å (see left
panel of Figure 4) which corresponds to this ion-dipole

orientation, it may be concluded that the main responsible
of this long distance is the strong water network formed by
the first and second equatorial hydration shells. The inclusion
of bulk solvent effects by means of the PCM solvation model
does not change significantly the position of the minima but
reduces the energy gap among the minima corresponding to
the two water orientations. This means that average elec-
trostatic solute-solvent interactions preferentially favor the
anionic orientation versus the ion-dipole one.

Together with intricate hydrogen bonding effects of the
axial water molecule in contact with the bulk solvent as the
embedding medium, which cannot be reliably modeled by
any continuum approach, the anionic coordination is finally
stabilized as observed in the Pt(II) solution by ab initio MD
using explicit water molecules. Thus the presence of such

Figure 8. Structures for the water clusters, (H2O)[H2O]3, approaching the Pt(II) tetrahydrate following a ion-dipole (left panel a)
or anionic orientation, (right panel b).

Figure 9. Interaction energies according to eq 1 between the Pt(II) tetrahydrates and an additional water molecule solvated
with three water molecules in an axial position (H2O)[H2O]3 with anionic (solid line) and ion-dipole (dashed line) orientations as
a function of metal-hydrogen atom and metal-oxygen atom distances with respect to the axial H2O molecule using the PBE/g.f.
method. Gas phase data are reported in the left panel (a), whereas the liquid phase PCM continuum data are shown in the right
panel (b).
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dynamical axial water molecules is clearly a condensed phase
effect which is not expected to be observed in the gas phase.
When it comes to the meso-shell found in classical MD, a
similar situation has been described:7,8 the axial hydration
structure appears only when the metal cation is immersed
in the solution, whereas no minimum is found for the
interaction energy in the axial region in gas phase. In the
present work, however, this subtle condensed phase effect
is clearly worked out by comparing dynamical ab initio MD
in explicit water to static ab initio approaching path calcula-
tions in both the gas phase and in implicit continuum solvent.
The view supplied by the consideration of specific interac-
tions between the axial water molecule and a reduced
representation of the water network shows a significant role
in the definition of the final structural arrangement by
restricting particularly the closest distance approach of the
ion-dipole orientation.

Pd(II) and Pt(II) square-planar coordination complexes
show very different rate constants for the ligand exchange
process in water. In particular, this value is about four to
six orders of magnitude larger for Pd(II) than for Pt(II)
according to refs 2, 19, and 20. Given that the exchange
mechanism is thought to be associatively activated, i.e. first
the incoming ligand has to attach itself to the cation before
a H2O molecule in the first shell can leave this transient
complex, this different behavior can be rationalized by the
presence of anionic hydration in Pt(II) and its absence in
the Pd(II) case. On the one hand, the axial H2O molecule,
in spite of its short persistence, represents a sterical hindrance
for the incoming ligand, which can only attack through one
of the two hemispheres above and below the square plane.
On the other hand, the axial H2O polarizes the dz2 electronic
density of the metal toward the hemisphere it is occupying,
i.e. it stablizes the solvated tetrahydrate and thus competes
with the incoming ligand for the electronic density. Further-
more, when the incoming ligand is a water molecule, its
preferred orientation toward the metal cation will be of the
anionic type. Therefore, in order to achieve the proposed
transition structure,6,16 i.e. a trigonal-bipyramidal coordina-
tion around the metal cation, the axial H2O has to reorient
itself in order to solvate the metal properly in a cationic
fashion. Since this water molecule, itself, is engaged in
hydrogen bonding (see Figure 5) this implies a restructuring
of its hydrogen bond network with respect to the bulk and
thus an increase in the total energetic cost of the ligand
exchange reaction. In the Pd(II) case the necessary rear-
rangement is much easier as the incoming H2O molecule
would initially coordinate through the oxygen atom, i.e. with
the proper cationic orientation, implying that the exchange
process is energetically less costly. Taken together, the
peculiar anionic axial solvation pattern of Pt(II) versus Pd(II)
would structurally, electronically, and energetically be
consistent with a much less efficient ligand exchange for
Pt(II) compared to Pd(II).

3.3. Transient Protolysis of Water Molecules. Based on
the information extracted from the M-O RDFs, water
molecules in the solution can be divided into three regions:
first and second solvation shells and bulk. For each of these
regions statistical distributions of O-H distances and

H-O-H angles can be computed. A close examination of
these parameters indicates that the structure of water
molecules in the second solvation shell is already similar to
that of H2O in the bulk region so they are both considered
together; details of the statistical distributions thus obtained
can be found in Table 4.

Water molecules in the first solvation shell are more
strongly distorted than bulk molecules. These distortions,
whose origin can be assigned to electronic charge polarization
due to coordination to metal cations, are very pronounced
for the O-H distances. Elongations beyond 1.2 Å suggest
the onset of transient proton transfer events taking place
between H2O molecules in the first and second solvation
shells. As a result of this observation the trajectories of the
Pd and Pt simulations were analyzed in more detail to
extract deeper insights into this phenomenon. To detect
any hydronium ions, H3O+, the number of hydrogen atoms,
nH, within a radius of 1.20 Å of a given oxygen atom was
counted.28,29 The average lifetime of a transient hydronium
ion was measured as the average period of time over the
entire trajectory during which nH ) 3 continuously. To
complete the structural characterization of these H3O+

ions, also the degree of pyramidalization61 was computed
along the trajectory.

In the Pd case, 23 events consisting of first shell H2O
molecules transferring a proton to a second shell H2O were
found, whereas for Pt only 9 such events were observed.
The pyramidalization degree of the H3O+ ion fluctuates
between about 5 and 25° in both simulations. Effective
protolysis of H2O in the first hydration shell would imply
translocation of the dissociated proton further away from the
second solvation shell30,37 and its subsequent diffusion
through the bulk.33 In all cases observed, however, the proton
bonded back to the first-shell water molecule, i.e. the nascent
hydronium did not detach from the solvation complex and
thus did not undergo Grotthuss structural diffusion28,31 so
that no proton transport was observed.31,32 Thus, we observed
spontaneous cation-induced transient protolysis in these
aqueous Pt(II) and Pd(II) solutions. Although these results
clearly do not allow for a quantitative prediction of the pKa

values for Pd(II) and Pt(II) tetrahydrates, they do agree
qualitatively with experimental measures of the acidic
character of these two aqua ions the Pd(II) hydrate being
slightly more acidic than the Pt(II) one (with measured pKa

values of 2.3 for Pd(II)1 and 2.5 for Pt(II)2). It is mentioned
in passing that no correlation between transient protolysis
events and anionic axial hydration events was found.

Table 4. Average, Most Probable and Standard Deviation
of O-H Distances (〈d〉, dmax, and σd all in Å) and H-O-H
Angles (〈θ〉, θmax, and σθ all in deg) for Water Molecules in
the First Hydration Shell (H2O) and in the Bulk (H2O) of
Aqueous Pd(II) and Pt(II) Solutions

OH distance HOH angle

〈d〉 dmax σd 〈θ〉 θmax σθ

Pd(II): (H2O)I 1.029 1.015 0.049 107.8 107.1 6.6
(H2O)Bulk 0.999 0.993 0.031 106.0 105.7 5.7

Pt(II): (H2O)I 1.028 1.017 0.043 109.4 109.0 6.5
(H2O)Bulk 0.996 0.992 0.029 105.7 106.4 5.8
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What are the implications of this phenomenon on the
modeling of such transition metal solutions with the aim to
extend the length and time scales beyond what is accessible
by ab initio MD? The average lifetime of H3O+ in the second
solvation shell was 7.4 fs in the Pd solution and 4.9 fs in
the Pt case. Thus, the tetrahydrated cations [M(H2O)4]2+

transformed spontaneously into the [M(H2O)3(OH)]+ aquo
complexes during about 1.5% and 0.4% of the total simula-
tion time for Pd and Pt, respectively. Water molecules
directly coordinated to the metal cation suffer from polariza-
tion and partial electron transfer toward the metal and thus
exhibit a stronger acid behavior than in the bulk. Thus, the
tetrahydrate complexes experience a certain number of
hydrolysis events, during which the metal bears a lower
effective charge. In order to achieve such a fine description
of the system, which might be necessary in order to deal with
ligand exchange e.g. in cisplatin-like compounds, the solvated
aqua ion normally represented by [M(H2O)4]2+ should be
considered as the more complex dynamical entity [M(H2O)4]2+ ·
(H2O)mT [M(H2O)3(OH)]+ · [(H3O)(H2O)m-1]+. This level of
modeling might be relevant in order to build more reliable
intermolecular potentials to be used in classical MD simulations
of hydrates of transition metal cations, possibly following similar
strategies as those employed previously for neat liquid water.62-64

4. Concluding Remarks and Outlook

The structure, energetics, and electronic structure of the
hydration pattern of Pd(II) and Pt(II) cations in bulk water
has been studied using Car-Parrinello ab initio MD at ambient
conditions. In addition to the well-established general feature
of a rather rigid square-planar first solvation shell,
[M(H2O)4]2+, two important special features of these solvated
transition metal complexes have been analyzed in detail:
“anionic solvation” in the axial regions and “transient
protolysis” in the first solvation shell. In the case of the
aqueous Pt(II) solution, an additional fifth water molecule
could be identified in the axial regions being weakly
coordinated to the metal cation via its hydrogen atom, which
is the generic orientation of first-shell solvent water around
anions. These features could only be unravelled using angle-
resolved radial distribution functions; they cannot be resolved
by standard spherically-averaged radial distribution functions.
Electronic structure analyses suggest that this contact can
be viewed as a weak hydrogen bonding interaction estab-
lished between the dz2 orbital of the metal and one hydrogen
atom of the water molecule as a result of polarization effects.
In contrast, axial water molecules at a second-shell distance
from Pd2 + are characterized by a normal cationic orientation
dictated by the dipole moment vector of H2O. The qualitative
difference in axial hydration between Pd(II) and Pt(II) may
well be connected to the lower polarizability of the Pd(II)
compared to the Pt(II) tetrahydrate along the axial direction.
Detailed analyses uncover that the stabilization of a fifth
water molecule in an axial position is a condensed phase
effect that is absent in microsolvated complexes in the gas
phase. Additionally, static quantum-chemical calculations of
interaction energies as a function of distance between the
square-planar tetrahydrates and a fifth water molecule using
the Polarizable Continuum Model approach support the idea

that anionic hydration is indeed a direct consequence of the
presence of the solvent. Axial solvation refines the previously
proposed meso-shell concept7,8 uncovered in classical MD
simulations of these transition metals in solution, where the
solvation is symmetric with respect to the square plane, better
defined, and cationic for both species.

This peculiar axial solvation pattern also impacts the
first-shell ligand exchange of square-planar Pd(II) and
Pt(II) complexes in water, which is several orders of
magnitude faster for Pd(II) compared to Pt(II). The
accepted mechanism for these water exchange reactions
is associative and includes a transition state with a
trigonal-bipyramidal structure with all oxygens pointing
toward the metal, which involves a relevant participation
of the regions above and below the metal-oxygen plane
before its formation. The main observable structural
difference between Pd(II) and Pt(II) aqua ions is an anionic
axial solvation in the case of Pt, whereas a less pronounced
and cationic solvation is seen for Pd above and below the
metal-oxgyen plane. It is thus conceivable that the anionic
arrangement in the case of Pt is unfavorable for associative
ligand exchange via a 5-fold cationically coordinated
intermediate, whereas the cationic orientation in Pd favors
that process. This might have further ramifications for
ligand exchange rates of novel cisplatin-based drugs,
currently investigated within our collaboration.

Water molecules in the first hydration shell of Pd(II)
and Pt(II) show also an enhanced “acidity” compared to
H2O in the bulk due to polarization and charge transfer
effects with the metal cation favoring cation-induced
transient protolysis in the first shell. The underlying proton
transfer from first-shell water molecules into the second
shell has been analyzed and found to be more pronounced
for Pt in qualitative agreement with experimental pKa

differences. Although hydrolysis phenomena have been
characterized previously for several triValent cations, such
as Al(III)34-37 as well as Cr(III) and Fe(III),37 these aqua
ions are generally well coordinated, whereas in the case
of divalent Pd(II) and Pt(II) only four H2O in a very open
square-planar coordination stabilize the +2 charge at the
center. This seems to allow for protolysis in the neighbor-
hood of these divalent cations, although to a much lesser
extent compared to trivalent cations. To take into account
this feature together with proper axial solvation is a
challenge to future force field based modeling of Pt(II)
metals in aqueous solution and, in particular, of cisplatin-
based anticancer drugs.
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Abstract: The relationship between polarizability and structure is investigated in methane
sulfonic acid (MSA) and in 36 hydrated MSA clusters. The polarizabilities are calculated at B3LYP
and MP2 level and further partitioned into molecular contributions using classic and iterative
Hirshfeld methods. The differences in the two approaches for partitioning of polarizabilities are
thoroughly analyzed. The polarizabilities of the molecules are found to be influenced in a
systematic way by the hydrogen bond network in the clusters, proton transfer between MSA
and water molecules, and weak interactions between water molecules and the methyl group of
MSA.

1. Introduction

Methane sulfonic acid (MSA) has received some attention in
the literature recently due to its presence in aerosol. The mystery
of its formation has been the main topic of the research around
this compound,1-4 as well as its concentration,6,8-13 but its
role in the growth of particle within the aerosol7,14 and its
role as catalyst in oxidation processes5 have also been
investigated. Wang examined the ability of MSA to act as a
center of nucleation with water molecules by studying the
stability of several hydrated MSA clusters.21 He found that
for the smaller clusters the hydrogen bonds network between
MSA and the surrounding water molecules are the main
stabilizing factor, whereas for clusters containing three water
molecules or more a proton transfer occurs from MSA to a
neighboring water molecule, thus creating an ion-pair
complex. As the aggregation number increases the probability
for a proton transfer increases, as well as the corresponding
stabilization.

One of the factors that can influence the interaction of
those clusters with the environment is their polarizability
because of the electrostatic polarization and the proportional-

ity of the van der Waals interactions to the polarizabilities
of the interacting molecular moieties. The global polariz-
ability of the cluster as well as the individual polarizability
of the MSA and the different water molecules in the cluster
are of great interest. One can expect the polarizabilities to
be dependent on the structure of the clusters in a systematic
fashion. The number and strength of hydrogen bonds between
the molecules, the eventual proton transfer and the steric
hindrance are some of the factors that can influence the
values of polarizability. A thorough analysis of such relation
can lead to a deeper understanding of this property.

In a previous work, a method for partitioning of cluster
polarizabilities into molecular contributions, based on the
Hirshfeld scheme,15,16 was introduced and applied to water
clusters.17 This method was further extended to the iterative
Hirshfeld scheme, recently introduced by Bultinck et al.19

The iterative Hirshfeld scheme brought a number of funda-
mental improvements to the classic Hirshfeld weight function
and the resulting atomic charges, such as the elimination of
the random nature of the weight function and the extension
of applicability to charged systems. In this work, the effect
of the iterative nature of the new scheme on the values of
polarizability will be examined by comparing the values
obtained by means of both schemes.

In previous works,17,18 the polarizabilities of the clusters
were studied only at DFT level because of the extensive size
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of the systems. The quality of the values obtained at DFT
level will be challenged here by comparison with MP2
method.

2. Method

The Hirshfeld method15,16,19 allows us to write the ij-element
of the polarizability tensor of a cluster as a sum of atomic
contributions

Rij )∑
A

Rij
A + qA

(i)jA (1)

where the ij-element of the intrinsic polarizability tensor of
atom A and its first-order perturbed atomic charge in the
Cartesian direction j ) x, y, or z are defined in eqs 2 and 3,
respectively17

Rij
A )-∫ iAωA(r)F(j)(r)dr (2)

qA
i )-∫ωA(r)F(j)(r)dr (3)

The three first-order perturbed electronic densities F(i), i
) x, y, z, can be obtained analytically by means of the
CPHF method or numerically by means of the Finite Field
method.

The atomic Hirshfeld weight function ωA(r) can be defined
in two ways:
• The classic Hirshfeld method,15,16 where the weight

function is constructed from the electronic densities of the
spherical atoms

ωA(r))
FA

(0)(r)

∑ B
FB

(0)(r)
(4)

• The iterative Hirshfeld method,19 where the weight
function is repeatedly constructed in each iteration from the
atomic electronic densities obtained in the previous iteration,
until conversion is achieved

ωA
n(r))

FA
(n-1)(r)

∑ B
FB

(n-1)(r)
(5)

The electronic densities of the spherical atoms are used as
an initial guess.

The intrinsic molecular polarizability of a molecule in a
cluster is given by the sum of the intrinsic polarizabilities
of the atoms in the molecule,

Rij
int,mol ) ∑

A(mol)

Rij
A (6)

whereas the total molecular polarizability also includes the
intramolecular charge delocalization contribution

Rij
tot,mol ) ∑

A(mol)

Rij
A + qA

(i)(jA - jmol) (7)

where jmol represents the j coordinate of the geometrical
center of the molecule.

Because the separate elements of the polarizability tensors
are not rotationally invariable, only the isotropic values of
the polarizabilities, given by the trace of the tensor, will be
discussed in this work

R)
Rxx +Ryy +Rzz

3
(8)

3. Computational Details

The polarizabilities of MSA and 36 hydrated MSA clusters
CH3SO3H · (H2O)n, n ) 1, 5, were calculated at the DFT level
and the B3LYP functional and at the MP2 frozen-core level,
using the 6-311++G(2df,p) basis set. The polarizabilities
were subsequently partitioned using the classic and iterative
Hirshfeld methods. The structures of the clusters were
previously optimized by L. Wang21 using the B3LYP/
6-311++G(2df,p) method. The methodology for obtaining
and partitioning the polarizabilities at the two levels of theory
is as follows. In the first step, the density matrices in the
presence of an electric field applied at the positive and
negative x, y, and z directions were obtained using the
Gaussian03 program.20 The density matrices were further
used to obtain the first-order perturbed density matrices by
means of the Finite Field Theory using the Brabo program.22

At last, the Stock program16 was used to obtain the atomic
charges and the atomic and molecular polarizabilities (eqs
2, 6, and 7).

4. Results and Discussion

4.1. Nomenclature. In the following discussion, the
polarizabilities of the clusters will be related to their
structures, in particular, the hydrogen bond (HB) network
between the different molecules. The molecules will be
classified according their HB pattern in the following way:

• A molecule that donates a hydrogen atom into a HB will
be referred to as making a D-type HB.

• A molecule that accepts a HB through an oxygen atoms
will be referred to as making an A-type HB.

• The water molecules in the clusters can be labeled by
the number and type of HBs they make as A, D, AD, AAD,
ADD, and AADD. The protonated ion H3O+ can be labeled
as DDD.

• MSA can be labeled as A, AD, AAD, AAAD, and
AAAAD according to the number and type of HBs it makes.
The deprotonated ion SO3

- can be labeled as AAA and
AAAA.

4.2. Cluster Polarizabilities. Table 1 lists the polariz-
abilities of the free MSA and the hydrated MSA clusters,
calculated at the B3LYP and MP2 levels and the 6-311++G-
(2df,p) basis set. While B3LYP overestimates the polariz-
abilities by a mean 2.54%, the qualitative trends are identical
for both levels of theory. It can be seen that the values depend
on the number of water molecules that surround the MSA.
Figure 1 depicts the strong linear relation between the number
of water molecules n and the mean polarizability of the
clusters containing n water molecules, for both levels of
theory. The addition of a water molecule to a cluster causes
a mean increase of the cluster polarizability by 9.40 or 9.08
au according to B3LYP or MP2 method, respectively.

Examination of the values for clusters with identical
number of water molecules n reveals that the polarizabilities
are influenced by the structure of the clusters. For example,
within the clusters containing one water molecule, two groups
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can be identified; clusters I-1 and I-2, with polarizability
values around 52.2(51.2) au for the B3LYP(MP2) method,
and clusters I-3 and I-4 with polarizability values around
51.8(50.8) au. The first two clusters contain an AD-type MSA
and an AD-type water molecule, whereas the latter two
clusters contain an A-type MSA and a D-type water molecule
that additionally interacts through its oxygen atom with a
hydrogen atom of the methyl group. A similar relation
between structure and polarizability can be found in the
clusters containing two water molecules, where the polar-

izability values can be separated into three groups. The first
group contains the clusters II-1 to II-4, with values around
62.2(60.7) au, that consist of two AD-type water molecules
and an AD-type MSA. The second group contains clusters
II-5 to II-8 with values around 61.1(59.6), that consist of an
AD-type water molecule, D-type water molecule that also
interacts with the methyl group, and AAD-type MSA. The
third group contains clusters II-9 and II-10, with values

Table 1. Calculated Polarizabilities of MSA and Hydrated MSA Clusters at B3LYP and MP2 Levels with 6-311++G(2df,p)
Basis Seta

B3LYP MP2 B3LYP MP2 B3LYP MP2

MSA 43.059 42.551 II-9 61.340 59.917 IV-2 81.545 79.494
I-1 52.207 51.217 II-10 61.348 59.907 IV-3 82.449 80.421
I-2 52.215 51.212 III-1 72.281 70.680 IV-4 80.370 78.031
I-3 51.787 50.821 III-2 70.894 69.002 IV-5 80.197 77.871
I-4 51.808 50.851 III-3 71.541 69.709 IV-6 80.317 77.972
II-1 62.168 60.743 III-4 71.027 69.153 IV-7 80.388 78.198
II-2 62.078 60.665 III-5 70.726 68.877 IV-8 80.573 78.225
II-3 62.242 60.792 III-6 70.978 69.052 V-1 91.891 89.401
II-4 62.122 60.708 III-7 70.784 68.818 V-2 90.976 88.576
II-5 61.090 59.617 III-8 70.905 68.925 V-3 90.268 87.745
II-6 61.102 59.636 III-9 71.166 69.126 V-4 90.318 87.774
II-7 61.065 59.610 III-10 71.170 69.133
II-8 61.093 59.639 IV-1 82.061 80.011

a All values are in au.

Figure 1. Mean polarizabilities of clusters containing identical
number of water molecules n as function of n calculated at
the B3LYP and MP2 levels with 6-311++G(2df,p) basis set.

Figure 2. CH3SO3H ·H2O clusters.
Figure 3. CH3SO3H · (H2O)2 clusters.
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around 61.3(59.9), that are formed out of an AAD-type water
molecule, an A-type water molecule, and an AD-type sulfuric
acid.

As the number of water molecules in the cluster increases,
such straightforward connection between the polarizability
values and structure becomes less evident, although one can
observe that clusters that contain an ion-pair complex
resulting from a proton transfer, such as III-1 and IV-1-IV-
3, have slightly larger values than clusters with equivalent
aggregation number without proton transfer.

4.3. Atomic and Molecular Charges. Table 2 lists the
mean charges for the different entities in the cluster,
calculated with the classic Hirshfeld and iterative Hirshfeld
methods, both at the B3LYP and MP2 levels of theory. The
values for the mean charges of the SO3

- entity are similar
in the classic and iterative Hirshfeld schemes, being around
-0.46 au and -0.54 au for the B3LYP and MP2 methods,
respectively. However, this is not the case for the values of
the charge of the SO3H entity, where the classic Hirshfeld
method assigns a slightly negative charge of -0.19(-0.21)
au for the B3LYP(MP2) method, whereas the iterative
Hirshfeld assigns a positive charge of 0.11(0.17) au. This
disagreement in the sign is also present in the values for the
methyl group of the MSA: the classic Hirshfeld method
assigns a positive charge of around 0.11(0.13) au to the
methyl group, whereas the iterative Hirshfeld method assigns
it a negative charge of -0.22(-0.21) au.

These differences can be explained by the charges of the
atoms, which are essentially different in the two schemes.
In the classic Hirshfeld scheme, the charges of the atoms
are rather small, amounting to around 0.5 au for the S atoms,
-0.3 au for the O atoms, -0.1 au for the C atoms, and 0.05
au for the H atoms of the methyl group. On the other hand,
in the iterative Hirshfeld scheme the atomic charges are

considerably larger, amounting to around 2.2 au for the S
atoms, -0.9 au for the O atoms, -0.9 au for the C atoms,
and 0.2 au for the H atoms of the methyl group. As stated
in the ref 19 the larger charges are typical for the iterative
Hirshfeld scheme and may be seen as a consequence of the
iterative nature of the scheme, where the boundaries of the
atoms within the molecule are allowed to differ considerably
from the free spherical atoms, thus being independent of the

Figure 4. CH3SO3H · (H2O)3 clusters.

Figure 5. CH3SO3H•(H2O)4 clusters.

Figure 6. CH3SO3H · (H2O)5 clusters.

Hydrated Methane Sulfonic Acid Clusters J. Chem. Theory Comput., Vol. 4, No. 12, 2008 2125



initial choice of the promolecule. This effect is especially
important for the atomic charge of the sulfur atom, which
changes from 0.5 au to 2.2 au during the iterations, thus
corresponding better with the high oxidation state of this
atom in the molecule.

The values of the charges for the SO3H and SO3
- groups

are not influenced by the number or type of HBs those
entities form with the surrounding water molecules. However,
the charges of the water molecules vary between positive
and negative values according to the type of HBs they make.
Generally, one can state that a D-type HB increases the
electron density at the molecule, causing the D-type and DD-
type of molecules to have a net negative charge, whereas an
A-type HB decreases the electron density at the water
molecule. Yet the relation between the charge of the water
molecules and their type is not straightforward. Especially
in the iterative Hirshfeld scheme, the net charges of the water
molecules are smaller than in the classic Hirshfeld scheme,
despite the larger values of atomic charges, and the charges
are less dependent on the type of the molecules. For example,
the ADD-type water molecule has a larger positive charge
than the AAD-type water molecule in the iterative Hirshfeld
scheme. This reduced charge transfer between molecules
within a cluster implies that the molecules are better defined
as separate entities within a cluster in the iterative Hirshfeld
scheme.

4.4. Polarizability of MSA. MSA can be divided into two
functional groups, the hydrophilic SO3H or SO3

- groups,
that form HBs with the surrounding water molecules, and
the hydrophobic methyl groups. Table 3 lists the mean
intrinsic and total polarizabilities (eqs 6 and 7) of SO3

- and
SO3H, calculated with the classical and iterative Hirshfeld
schemes at the B3LYP and MP2 levels, as well as the
correlation coefficient between the number of HBs and the
polarizability values of the SO3H entity. The polarizability
values decrease with each additional HB, independent of its
type.

The intrinsic polarizability values of SO3H are strongly
correlated with the number of HBs for both schemes at both
levels of theory, as well as the total polarizability values for
the classic Hirshfeld scheme at B3LYP and MP2 levels,
having correlation coefficients above R ) 0.995. However,

the correlation decreases to R ) 0.990 for the total polar-
izabilities obtained with iterative scheme at both levels of
theory. This can be attributed to the more drastic change in
the definition of atoms in the cluster in the iterative scheme,
resulting in a larger difference between the geometrical center
of the group of atoms that is used as a reference point in eq
7 and the center of the electron density for those atoms.
Another difference between the classic and iterative Hirshfeld
scheme are the polarizability values of SO3

-. In the classical
scheme, the AAA- and AAAA-type SO3

- have slightly lower
values than the equivalent AAD- and AAAD-type SO3H,
while in the iterative Hirshfeld scheme the values for both
entities are very similar for the same number of hydrogen
bonds.

Although the values of the classic and iterative Hirshfeld
schemes are quite similar, the contributions of the separate
atoms are considerably different. For example, in the free
MSA the sulfur atom has according to the classic Hirshfeld
scheme an intrinsic polarizability (eq 2) of 3.7 au, while the
oxygen atoms have an intrinsic polarizability of 3.2 au. The
iterative Hirshfeld scheme assigns in the same molecule to
the sulfur atom an intrinsic polarizability of 0.5 au and to
the oxygen atoms an intrinsic polarizability of 4.1 au. This
difference is in line with the differences in atomic charges
between the two schemes: in the iterative Hirshfeld scheme,
the sulfur atom has a significant positive charge and is
therefore significantly less polarizable than the oxygen atoms.

Within the same type of SO3H or SO3
-, the values are

also slightly influenced by the structure of the cluster. For
example, Table 4 lists the polarizability values of the different
AD-type SO3Hs from different clusters. Those molecules can
be classified into three different groups. The first group, that
has the lowest values, contains the III-3 cluster, where SO3H
forms a ring with three water molecules. The second group,
that has slightly larger values, contains the clusters II-1-II-
4, III-6, and IV-8, where SO3H forms a ring with two water
molecules. Note that the fact that in the larger clusters those
water molecules form also HBs with other water molecules
outside the ring does not reflect on the polarizability values
of the SO3H. The third group, which has the largest values,
contains the clusters I-1, I-2, II-9, II-10, III-9, and III-10,
where the SO3H forms a ring with only one water molecule.
One can conclude that structures where the molecules form
larger rings result in lower polarizabilities of the molecules
involved. This can be explained by the weaker HBs that are
formed in structures with smaller rings, because of ring strain,
because it has been shown in previous studies17,18 that weaker
HBs lead to higher polarizability values.

The polarizabilities of the methyl groups in the clusters
can be divided in two groups. The first group consists of the
methyl groups that do not interact in any way with the water
molecules and have values similar to the values of the methyl
group in the free MSA. The second group, that has lower
polarizability values, consists of the methyl groups that have
one hydrogen atom interacting with an oxygen atom in a
water molecule, thus forming a weak HB. Table 5 lists the
mean values of the polarizabilites for both groups. An evident
outlier in the second group is the methyl group in cluster
III-8, that has polarizability values lower by 0.2 au than the

Table 2. Mean Charges of the Different Entities in the
Clusters Calculated at B3LYP and MP2 Levels with
6-311++G(2df,p) Basis Set and Partitioned with the
Classic and Iterative Hirshfeld Schemesa

B3LYP MP2

classic iterative classic iterative

SO3
- -0.47 -0.46 -0.54 -0.54

SO3H -0.19 0.17 -0.21 0.17
CH3 0.11 -0.22 0.13 -0.21
A-H 0.12 0.05 0.11 0.03
D-H -0.05 -0.01 -0.05 -0.01
AD-H 0.05 0.02 0.04 0.02
DD-H -0.12 -0.04 -0.11 -0.02
AAD-H 0.07 0.02 0.06 0.01
ADD-H 0.02 0.03 0.02 0.02
AADD-H 0.06 0.03 0.05 0.01
DDD-H 0.26 0.63 0.31 0.72

a All values are in au.
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mean in Table 5. In this cluster, the methyl group forms a
ring together with the MSA and two water molecules, as
opposed to the rings with a single water molecule in the rest
of clusters in the second group. Similar to the situation
described above, the weak HB that the hydrogen atoms of
the methyl group forms is shorter (2.21 au) than the mean
HB length (2.46 au) between methyl groups and water
molecules, resulting in lower polarizability values.

4.5. Polarizability of H2O and H3O+. Table 6 lists the
intrinsic and total polarizabilities of the different types of
water molecules, calculated at the B3LYP and MP2 levels
of theory and partitioned with the classic and iterative

Hirshfeld schemes. As a general trend the polarizabilities
decrease with the number of HBs the molecule makes,
although small differences can be distinguished between the
different methods and schemes. The polarizability values
of the DD-type water molecules are evident outliers because
they consequently have the largest values, despite the fact
that those molecules form two HBs. It must be noted that
there are only three molecules of that type in the collection
of clusters examined in this work, in clusters III-7, IV-6,
and V-3. The reason for those high values will be discussed
further below. The general order for the polarizability values
of the different molecules calculated by the old Hirshfeld

Table 3. Mean Intrinsic and Total Polarizabilities of the SO3
- (AAA- and AAAA-types) and SO3H (non-HB, A-, AD-, AAD-,

and AAAD-types) Entities Calculated at B3LYP and MP2 Levels with 6-311++G(2df,p) Basis Set and Partitioned with the
Classic Hirshfeld (H-C) and Iterative Hirshfeld (H-I) Schemesa

intrinsic polarizability total polarizability

B3LYP MP2 B3LYP MP2

H-C H-I H-C H-I H-C H-I H-C H-I

SO3
-

AAA 11.586 11.563 11.692 11.795 19.237 20.626 19.584 21.204
AAAA SO3 10.819 10.919 10.948 11.169 18.136 20.174 18.515 20.866

SO3H
non-HB 14.384 13.495 14.267 13.471 25.298 25.507 25.264 25.668
A 13.727 13.090 13.653 13.096 24.006 23.439 24.062 23.485
AD 13.083 12.257 13.038 12.310 22.581 22.848 22.700 23.118
AAD 12.278 11.706 12.279 11.798 21.217 21.364 21.415 21.653
AAAD 11.371 11.009 11.430 11.155 19.738 19.832 20.003 20.122

R 0.997 0.996 0.997 0.996 1.000 0.990 1.000 0.983

a R stands for the correlation coefficient between the values of SO3H and the number of hydrogen bonds. All values are in au.

Table 4. Intrinsic and Total Polarizabilities of the AD-Type SO3Hs in the Different Clusters Calculated at B3LYP and MP2
Levels with 6-311++G(2df,p) Basis Set and Partitioned with the Classic Hirshfeld (H-C) and Iterative Hirshfeld (H-I)
Schemesa

intrinsic polarizability total polarizability

B3LYP MP2 B3LYP MP2

H-C H-I H-C H-I H-C H-I H-C H-I

III-3 12.494 11.810 12.489 11.907 21.382 21.528 21.565 21.872
II-1 12.752 11.994 12.727 12.075 21.997 22.467 22.148 22.825
II-2 12.767 12.003 12.740 12.081 22.025 22.319 22.175 22.636
II-3 12.769 11.995 12.741 12.074 21.980 22.455 22.134 22.798
II-4 12.790 12.009 12.759 12.086 22.011 22.417 22.167 22.757
III-6 12.803 12.045 12.787 12.116 22.119 22.153 22.286 22.393
IV-8 12.807 12.042 12.789 12.116 22.115 22.133 22.280 22.379
I-1 13.386 12.499 13.315 12.530 23.285 23.560 23.353 23.795
I-2 13.423 12.541 13.350 12.568 23.339 23.672 23.404 23.915
III-9 13.443 12.560 13.381 12.582 23.258 23.221 23.343 23.384
III-10 13.444 12.552 13.382 12.575 23.269 23.523 23.354 23.730
II-9 13.597 12.638 13.512 12.650 23.409 23.676 23.467 23.888
II-10 13.603 12.657 13.523 12.674 23.367 23.894 23.429 24.162

a All values are in au.

Table 5. Mean Intrinsic and Total Polarizabilities of the HB CH3 and non-HB CH3 in the Different Clusters Calculated at
B3LYP and MP2 levels with 6-311++G(2df,p) Basis Set and Partitioned with the Classic Hirshfeld (H-C) and Iterative
Hirshfeld (H-I) Schemesa

intrinsic polarizability total polarizability

B3LYP MP2 B3LYP MP2

H-C H-I H-C H-I H-C H-I H-C H-I

HB-CH3 6.275 7.390 6.156 7.179 9.346 9.665 9.195 9.460
non-HB-CH3 6.845 8.056 6.680 7.778 10.158 10.638 9.932 10.347

a All values are in au.
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scheme is D > A>AD > ADD > AAD > AADD, where
the values decrease over a range of approximately 1.5 au or
30%. The order implies that A-type HBs have a larger
influence on the polarizability than D-type HBs. This concept
is not maintained in the intrinsic polarizabilities calculated
by the iterative scheme: the D-type HBs have here larger
influence because the values of A-type molecules are larger
than the values of D-type molecules and the values of AAD-
type molecules are larger than the values of ADD-type
molecules. For the total polarizabilities obtained by the
iterative Hirshfeld method the order is not altogether
consequent, because the A-type molecules have larger values
than the D-type molecules but the ADD-type moelcules have
larger values than the AAD-type molecules. This lack of
consequence can be explained by the drawback in the
definition of total polarizabilities in the iterative scheme that
has been mentioned above.

Table 7 lists the mean atomic polarizabilities of the
oxygen, hydrogen-bonded hydrogen atoms (HB H), and non-
hydrogen-bonded hydrogen atoms (non-HB H) in the dif-
ferent types of water molecules, calculated at the B3LYP
and MP2 levels and partitioned with the classic and iterative
Hirshfeld schemes. Although the values of the intrinsic
polarizabilities of the molecules are quite similar for the
classic and iterative Hirshfeld scheme, their distribution
between the oxygen atom and the hydrogen atoms are very
different. A similar situation was observed also for the SO3H
entity. The mean value encountered for the polarizabilities
of oxygen atoms is 2.8 au in the classic Hirshfeld scheme
and 4.3 au in the iterative Hirshfeld scheme. The HB Hs
and non-HB Hs contribute 0.8 and 1.2 au in the classic
scheme, whereas in the iterative scheme their values decrease
to 0.3 and 0.6 au.

The DD-type water molecules appear to have polarizability
values of oxygen atoms that are significantly higher than
those in the rest of the water molecules, explaining the
outlying values of intrinsic and total polarizabilities of those
molecules in Table 6. This effect can be correlated to their
somewhat remote position in the clusters, where the oxygen
atoms experience less steric hindrance than the rest of water

molecules in the cluster. As was shown in a previous study
on methanol clusters,18 steric hindrance tends to decrease
the values of polarizabilities. Another possible effect is the
difference in the local field those molecules experience
compared to other water molecules in the clusters.

Examining the values in Table 7 closely allows us to
recognize a certain cooperativity effect between the atoms.
For example, the polarizability values of the oxygen atoms
that make one A-type HB decrease with the number of HBs
the hydrogen atoms make in the same molecule: A > AD
> ADD. A similar effect is present in the values of the
oxygen atoms that make two A-type HBs: AA > AAD >
AADD. Note that this effect is larger in the iterative Hirshfeld
scheme. In addition, the values for the HB Hs decrease in
the order of D > AD > AAD and DD > ADD > AADD.

5. Conclusions

The polarizabilities of MSA and hydrated MSA clusters with
up to five water molecules were calculated using the B3LYP
and MP2 methods. The polarizabilities and the charges of
the different entities in the clusters were partitioned using
both classic and iterative Hirshfeld schemes. The quality of
the values obtained with the B3LYP level in this study is
overall high, with global polarizabilities varying by less than
2% from the MP2 values and the trends in the partitioned
polarizability values and charges being very similar at both
levels of theory.

The atomic and molecular charges obtained using classic
and iterative Hirshfeld schemes tend to disagree. While
according to classic Hirshfeld scheme the SO3H group has
a negative charge and the methyl group has a positive charge,
the iterative Hirshfeld scheme claims the opposite. The
atomic charges in the iterative Hirshfeld scheme are signifi-

Table 6. Mean Intrinsic and Total Polarizabilities of the
Different Types of H2O and the DDD-Type H3O+

Calculated at B3LYP and MP2 Levels with the
6-311++G(2df,p) Basis Set and Partitioned with the
Classic Hirshfeld (H-C) and Iterative Hirshfeld (H-I)
Schemesa

intrinsic polarizability total polarizability

B3LYP MP2 B3LYP MP2

H-C H-I H-C H-I H-C H-I H-C H-I

H2O
A 5.113 5.845 4.988 5.732 6.794 6.654 6.633 6.466
D 5.396 5.796 5.229 5.659 6.999 6.932 6.807 6.738
AD 4.784 5.332 4.682 5.268 6.149 6.219 6.034 6.103
DD 5.715 5.848 5.508 5.677 7.243 7.342 7.008 7.121
AAD 4.242 4.901 4.175 4.880 5.511 5.818 5.438 5.773
ADD 4.482 4.805 4.397 4.771 5.656 5.731 5.577 5.661
AADD 3.754 4.244 3.728 4.292 4.767 4.926 4.771 4.950

H3O+

DDD 4.060 3.905 3.941 3.846 5.064 4.756 4.957 4.676

a All values are in au.

Table 7. Mean Polarizabilities of the Oxygen Atoms,
Hydrogen-Bonded Hydrogen Atoms (HB H), and
Non-Hydrogen-Bonded Hydrogen Atoms (non-HB H) in the
Different Types of Water Molecules Calculated at B3LYP
and MP2 levels with 6-311++G(2df,p) Basis Set and
Partitioned with the Classic Hirshfeld and Iterative Hirshfeld
Schemesa

B3LYP/classic Hirshfeld B3LYP/iterative Hirshfeld

O HB H non-HB H O HB H non-HB H

A 2.805 1.154 4.582 0.631
D 3.149 0.929 1.319 4.704 0.404 0.688
AD 2.768 0.794 1.222 4.352 0.327 0.653
DD 3.542 1.087 4.952 0.448
AAD 2.406 0.650 1.186 3.953 0.284 0.665
ADD 2.764 0.859 4.075 0.365
AADD 2.292 0.731 3.564 0.340

MP2/classic Hirshfeld MP2/iterative Hirshfeld

O HB H non-HB H O HB H non-HB H

A 2.778 1.105 4.575 0.578
D 3.096 0.885 1.248 4.673 0.361 0.625
AD 2.748 0.765 1.168 4.391 0.287 0.590
DD 3.455 1.027 4.873 0.402
AAD 2.406 0.631 1.138 4.039 0.246 0.595
ADD 2.744 0.827 4.122 0.325
AADD 2.302 0.713 3.688 0.302

a All values are in au.
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cantly larger, especially for the sulfur atom, where the classic
Hirshfeld scheme assigns a charge of 0.2 au, whereas the
iterative Hirshfeld scheme assigns a charge above 2 au, thus
corresponding better with the high oxidation state of the
sulfur atom in MSA.

The large differences in atomic charges results also in large
differences in the atomic polarizability values, where for
example in the iterative scheme the sulfur atom has a
significantly smaller contribution to the polarizability of MSA
because of its high charge. Nevertheless, the values for the
molecular polarizabilities obtained by eqs 6 and 7 in the both
schemes are mostly similar. Both schemes reveal a strong
relation between the number, type, and strength of hydrogen
bonds and the polarizabilities of the different entities in the
cluster. A lack of consistency in the definition of the total
molecular polarizability was detected for the iterative Hir-
shfeld scheme that most likely is connected to a larger shift
of the center of the electron density of the molecule from
its geometrical center, which is being used as a reference
point for the intramolecular charge delocalization contribution.
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Abstract: The magnetic shielding tensors of silica polymorphs have been investigated by means
of quantum chemical calculations. Several levels of theory, from Hartree-Fock to the last
generation of Density Functional Theory based approaches, have been tested on predicting
29Si and 17O isotropic and principal components of the chemical shift tensors together with 17O
quadrupolar coupling constants. The NMR parameters have been computed on all known silica
systems, namely, R-quartz, R-cristobalite, coesite, Sigma-2, and ferrierite zeolites. Besides, cluster
based approaches have been compared to a hybrid Quantum-Mechanics/Molecular-Mechanics
(QM/MM) method, within the ONIOM scheme. The convergence of computed 17O NMR
parameters with respect to cluster size is found to be system-dependent. Excellent agreement
between computed and experimental data has been found for 29Si NMR parameters of the
different Si sites of silica polymorphs and of Sigma-2 and ferrierite zeolites.

Introduction
Silicates are the major constituents of a large range of
materials, from zeolites to clays, from minerals to glasses.
These materials present very complex structural features: an
accurate definition of their structure-property relationships
is not always straightforward, although it is extremely
important in both fields of technological industries and
geosciences. For silicates, X-ray diffraction (XRD) and solid-
state nuclear magnetic resonance (NMR) techniques provide
the experimental framework to define the atomistic structural
details of crystals (or powders) and the local chemical
environment embedding specific sites, respectively. However,
in some cases, when there are no chances to obtain single

crystals or the different magnetically active sites present very
similar chemical surroundings, the rationalization of experi-
mental data could strongly benefit from theoretical modeling
techniques able to predict reliable structural properties and
accurate NMR parameters. This last issue is the focus of
the present contribution.

The dominant constituents of silicates are silicon and
oxygen atoms, both the elements present isotopes, 29Si and
17O, amenable of NMR studies. The 29Si atom (nuclear spin
equal to 1/2) has a relatively high natural abundance (4.7%),
which allowed the accumulation of several 29Si NMR data
over the years for natural minerals, glasses, and zeolites.1,2

Some empirical correlations between 29Si chemical shifts and
a number of structural parameters have been proposed: in
particular, the coordination of Si atoms, the connectivity of
SiO4 tetrahedra, the Si-O bond length, and the Si-O-Si
angle.3-10 The 17O atom has a nuclear spin equal to 5/2,
and it is possible to measure the chemical shifts and
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‡ Università di Napoli Federico II.
§ CR-INSTM “Village”.
| IPCF-CNR.

J. Chem. Theory Comput. 2008, 4, 2130–21402130

10.1021/ct8003035 CCC: $40.75  2008 American Chemical Society
Published on Web 10/30/2008



quadrupolar parameters. However, 17O NMR technique is
challenging for the low natural abundance (0.037%) of this
oxygen isotope. Besides, being 17O a quadrupolar nucleus,
NMR peaks are broadened by electric quadrupolar interac-
tions between the nuclear electric quadrupole and the electric
field gradient (efg) at the nucleus. Thanks to enriched
samples and to the development of high-resolution tech-
niques, the amount of information from 17O NMR spectra
of silicates is rapidly increasing.11-15 Nevertheless, the
spectra are still very difficult to interpret, also because
empirical correlations have not yet been proposed for
enabling the assignment of chemical shifts to each site.
Indeed, recent ab initio calculations by Xue et al.16,17 on
small silicate clusters showed that 17O chemical shift is
strongly affected by the size of the rings constituted by the
Si-O-Si silicate network and by the puckering of the cluster
where it resides. Moreover, it has been recently found that
17O quadrupolar coupling constant (CQ - Vide infra) is
strongly dependent on Si-O distance and Si-O-Si angle
values, while the asymmetry parameter (η - Vide infra) is
dependent on Si-O-Si angle but not on Si-O distance.18

Under such circumstances, it is not hard to highlight how
relevant is the accuracy of NMR ab initio calculations for
allowing the assignment of each site in complex 29Si- and
17O NMR spectra of SiO2-polymorphic systems. Most of the
previous reports on this topic were restricted to calculation
of isotropic shifts by using the Hartree-Fock (HF) level of
theory on cluster models of silica polymorphs,19 possible
zeolite precursors,20 and a number of different zeolites.14,15,21

Brouwer et al.22 first demonstrated that the principal com-
ponents of zeolite 29Si chemical shift (CS) tensors can be
accurately calculated and used together with ultrahigh-field
NMR experiments into an NMR crystallography structure
refinement tool for zeolites.23 The framework structure of
Sigma-2 zeolite was solved from solid-state 29Si NMR data
and subsequently refined against the computed 29Si CS
tensors to give a NMR determined crystal structure that was
in a very good agreement with the single-crystal XRD
structure. The cluster model has also been used with success
to calculate 1H and 29Si NMR chemical shifts of silane and
silanol groups in silica24,25 by employing the Density
Functional Theory method with the hybrid B3LYP fun-
ctional.26,27 Moreover, periodic density functional theory
(DFT-PBE) calculations on a number of silica polymorphs,
including ferrierite and Faujasite zeolites, performed well28

in the determination of the 29Si and 17O isotropic shifts and
17O quadrupolar parameters. However, to our knowledge
there is still the lack in recent literature of a systematic
investigation able to verify the performance of different ab
initio methods for computing 29Si- and 17O NMR parameters
of silicates.

In the present paper, the accuracy of HF- and several DFT-
based methods (PBE,29,30 PBE0,31 B3LYP,26,27 CAM-
B3LYP,32 and M05-2X33 - Vide infra) for predicting
magnetic parameters of R-quartz,34 R-cristobalite,35 coesite,36

Sigma-2,22 and ferrierite37 all-silica zeolites has been tested.
Besides, the effectiveness of a multiscale method, the
ONIOM scheme,38-40 which combines Quantum-Mechanics
and Molecular Mechanics approaches (QM/MM) in order

to account for long-range Coulombic interactions and to
achieve convergence of computed properties with respect to
cluster sizes has been investigated.

All the investigated silica polymorphs consist of three-
dimensional SiO4 tetrahedral networks but have different
tetrahedral connectivity. In the structure of R-quartz and
R-cristobalite, the SiO4 tetrahedra form six-membered rings;
each contains only a single Si and a single O site. In the
structure of coesite, there are two Si and five O sites: O1
and O2 are part of large six- or eight-membered rings that
cross-link the smaller four-membered rings made by O3, O4,
and O5. Figure 1 reports the structure of R-quartz, R-cris-
tobalite, and coesite. Sigma-2 and ferrierite are two well-
known zeolites whose structures are reported in Figure 2.

Sigma-2 is known to be a clathrasil rather than a zeolite,
i.e., it has cages but no channel systems. There are four Si
and seven O atoms in the asymmetric unit, which are made
up of two cages. The large cage is roughly spherical with a
free diameter of 7.5 Å and 4j point symmetry. It can be
visualized as a tennis ball with twelve five-rings forming
the seam and rows of four six-rings filling in the spaces.
There are four large cages and eight small ones per unit cell.
The small cage consists of three four-rings and six five-rings.
Although the structure of Sigma-2 is interesting in its own
right, it is used here as a test case because both the structure
and the 29Si chemical shift tensor have been recently resolved
with good accuracy.22,23

Figure 1. Unit cells of R-quartz,34 R-cristobalite,35 and
coesite.36 Light blue spheres represent Si and light red
spheres represent O. Manipulation and visualization of struc-
tures have been dealt with the MOLDRAW program,24 and
molecular drawings have been rendered by the POVRAY
program using input files prepared with MOLDRAW.
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Ferrierite (FER)41 is known to be a natural as well as a
synthetic material with a framework structure of corner-
sharing tetrahedral TO4/2 units (T)SiIV, AlIII) that give a fully
condensed 3D framework that contains a system of intersect-
ing channels, circumscribed by 8 T atoms and 10 T
atoms.37,42,43 The aluminum-containing phase has shown
potential as a deNOx catalyst for car exhaust systems44 and
is an excellent shape-selective catalyst for the isometization
of n-butenes to isobutenes.45 The latter is an important
feedstock for the production of methyl tert butyl ether
(MTBE), which is a commercial oxygenate additive in motor
fuel.

Methods and Computational Details

Experimental NMR chemical shifts are related to the
magnetic shielding tensors, which account for the local
electronic environment surrounding the NMR-active nuclei.
The nuclear magnetic shielding tensor is expressed as a
mixed second derivative of the energy with respect to the
external magnetic field, B, and the magnetic moment of
nucleus X, µX

σij
X ) [ ∂

2E

∂µi
X
∂ Bj

] (1)

where i and j are the components of the nuclear induced
magnetic moment and the external magnetic field, respec-
tively. The isotropic shielding constant (σ) is defined as one-
third of the trace of the shielding tensor; the chemical shift
δ is computed as

δsample ) δref + σref - σsample (2)

where δsample and σsample refer to the compound under study,
δref is the experimental chemical shift for a suitable reference
system, and σref is the corresponding computed isotropic
shielding.

The calculations of 29Si and 17O shielding tensors were
performed with the Gaussian code46 via the gauge-including
atomic orbital (GIAO) approach,47 which uses basis functions
that have and explicit field dependence, as first proposed by
Ditchfield.48 The electronic degrees of freedom were de-

scribed at different levels of theory: from Hartree-Fock (HF)
to Density Functional Theory (DFT). In particular, we
exploited the PBE, 29,30 PBE0,31 B3LYP,26,27 CAM-
B3LYP,32 and M05-2X33 exchange-correlation density
functional models. The 6-311+G(2df,p) basis set was
adopted: this triple-� basis set augmented with diffuse and
polarization functions has been extensively validated in recent
literature.16,17,19,22

The systems under investigation were several silica pol-
ymorphs: R-quartz, R-cristobalite, coesite, Sigma-2, and
ferrierite all-silica zeolites. For the purpose of comparing
the aforementioned levels of theory, the 29Si and 17O NMR
parameters were computed on experimental geometries, thus
avoiding subtle indirect effects related to structural relaxation.
In order to establish the most accurate and feasible compu-
tational procedure, two alternative approaches have been
applied to compute the 29Si and 17O shielding constants of
R-quartz and R-cristobalite, namely, the cluster approach and
the hybrid Quantum-Mechanics/Molecular-Mechanics (QM/
MM) method, within the ONIOM scheme.38-40

The cluster approach consists of extracting finite-size
models from a given crystal structure: specific clusters are
constructed for each crystallographically inequivalent 29Si
and 17O sites, with the atom of interest at the center of the
structural model made by its coordination shells. Obviously,
the computed molecular properties depend to some extent
on the size of the cluster model; therefore, the convergence
of NMR shielding constants against the number of coordina-
tion shells was tested: Si- and O- centered clusters were built
up to three complete tetrahedral shells (five complete atomic
shells) embedding the site under investigation. In the
following these cluster models are referred to as shell-n,
where n denotes the number of complete atomic shells. The
geometrical parameters were taken from experimental data:
namely, single crystal X-ray or neutron scattering experi-
ments.22,34-37 Previous studies14,22 demonstrated that this
choice of reference geometries ensures better agreement
between computed and experimental chemical shifts than the
use of the structural parameters determined by powder X-ray
diffraction experiments. Consistently with recent litera-
ture,14,19,21,22,49 the clusters are terminated with H atoms
whose positions are kept fixed along the direction of Si-O
and O-Si bonds of the parent crystal structure, using O-H
and Si-H distance of 0.96 and 1.48 A, respectively. These
parameters correspond to the optimum O-H bond length,
for non-hydrogen-bonded Si-O-H linkages in various
silicate clusters, and to the optimum Si-H bond length, for
Si2OH6 dimer, as computed at the B3LYP/6-311+G(2df,p)
level of theory. In some cases, at the boundary of the cluster,
when the atoms of the outer coordination shells form four-
membered rings, an additional Si atom has been included
together with two terminating H atoms.

Complementary to the cluster approach, the importance
of including long-range electrostatic effects when computing
the 29Si and 17O shielding tensor has been investigated by
making use of the well-known ONIOM method.38-40 In this
framework, the system under study is subdivided into two
(or more) regions of concentric layers, each of which is
treated at a different level of theory. Following the original

Figure 2. Unit cells of Sigma-222 and ferrierite37 all-silica
zeolites.
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nomenclature proposed by Morokuma,38-40 the whole
system is called the real system. The most important part of
the system forms the innermost layer, the model system,
which is described at the highest degree of accuracy: the
model system usually includes the most chemically relevant
portion of the entire system, i.e. the region where the local
phenomena of interest take place. Subsequent layers are
described with progressively less accurate methods, i.e.
lower-level QM models or molecular mechanics. The bound-
ary between the model system and the exterior layer could
also be along covalent bonds; in this case, the consistency
of the model system is attained by adding a set of fictitious
atoms, usually H atoms, along the directions of pre-existing
chemical bonds. The two-layer scheme has been employed,
performing QM/MM computations with the so-called ‘elec-
tronic embedding’ scheme, namely including the point
charges of the MM layer in the QM Hamiltonian of the model
system according to the scheme

Ĥel(model:MM)) Ĥel(model)-∑
i

Y

∑
J

X qJ

riJ
(3)

where Hel(model:MM) and Hel(model) are the electronic
Hamiltonians for the QM region with and without the
external field, Y is the number of the electrons in the model
system, and X is the number of the point charges in the MM
region. This scheme allows the QM wave function to be
properly polarized by the electrostatic properties of the
surroundings.

In our calculations, the real system consists of a sphere
made of ca. 1200-1300 atoms, which have been extracted
from the experimental structures of R-quartz and R-cristo-
balite with the Si and O sites of interest at the center of each
sphere. The outer Si and O atoms have been saturated with
OH and H atoms with the Si-O-H angles and O-H bond
lengths set to 115.0° and 0.96 Å, respectively. The Unified
Force Field (UFF)50 parameters have been exploited, and
the partial atomic charges have been obtained according to
the Qeq scheme developed by Rappe and Goddard.51

Regarding the model system, the HF and PBE levels of theory
on structures with equivalent shell-n size as for the afore-
mentioned cluster approach have been adopted. In order to
avoid spurious effects by the electronic embedding, the MM
point charges of the atoms at the boundary between model
and real systems have been properly scaled by using the
default values set in the Gaussian code.

The dependence of shielding constants both on the Si-
centered cluster and model system sizes has been tested by
using shell-n clusters with n ) 1 (1 Tetrahedron, 1T), 3 (2T),
5 (3T), and 7 (4T) by using the 6-311+G(2d) basis set for
the central silicon and oxygen atoms of the first shell, the
6-31+G(d) basis set for the atoms of the second tetrahedron,
and the 6-31G* basis set on all the further atoms. Shell-n
clusters with n ) 1, 2, 4, and 6 have been used in the case
of O-centered clusters.

Besides the 29Si and 17O chemical shifts, the 17O electric
field gradients and quadrupolar parameters have been also
calculated. The primary quantum-mechanical quantity is the
traceless electric field gradient (efg) tensor, whose elements

are related to the quadrupolar coupling constant, CQ, and
quadrupolar coupling asymmetry parameter, ηQ, according
to

Cq ) e2Q〈qzz〉 ⁄ h, and ηQ )
〈qxx〉 - 〈qyy〉

〈qzz〉
(4)

where eQ is the nuclear quadrupole moment of the nucleus
of interest, and e〈qxx〉 , e〈qyy〉 , and e〈qzz〉 are the components
of the efg tensor at the nucleus in the principal axis system,
with |〈qzz〉 |>|〈qyy〉 |>|〈qxx〉 |. Since the nuclear quadrupole
moment eQ cannot be measured experimentally, it has been
usually derived from the experimental CQ value and the
calculated efg of the free atom, ground-state atomic O (3P2)
in the case of 17O. The resultant eQ is thus dependent on
the employed level of theory. In order to achieve internal
consistency and a better agreement with experimental data,
we used an eQ value calculated at the same level as for the
studied clusters. Under such circumstances, the eQ values
were derived from the accurate experimental 17O CQ of the
H2O molecule (10.175 ( 0.067 MHz)52 and the e〈qzz〉 values
computed for the same water molecule at the same level of
theory as that exploited for the silica clusters.

Results and Discussion
29Si NMR. CLUSTER vs ONIOM Performances and

System-Size Convergence. Figure 3 reports a comparison
between 29Si isotropic shielding calculated by using the
cluster approach (solid line) and the ONIOM approach
(dashed line) for representative Si sites (namely, R-quartz
and R-cristobalite) as a function of cluster and model system
size. The high level calculations (cluster approach and model
system in the ONIOM approach) were performed at the HF
level of theory. In the ONIOM approach the low level

Figure 3. Comparison between 29Si isotropic shielding
calculated by using the cluster approach (solid line) and the
oniom approach (dashed line) for (a) R-quartz and (b)
R-cristobalite as a function of cluster and model system size.
High level calculations performed at the Hartree-Fock level
of theory by using the 6-311+G(2d) basis set for the central
silicon and oxygens of the first shell (n ) 1,2). The 6-31+G(d)
basis set has been used for the atoms of the second shell (n
) 3,4) and 6-31G* basis set for the atoms of the third shell
and beyond (n > 4). In the ONIOM approach the low level
calculations were performed by using the UFF embedded
charges (Qeq scheme).
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calculations were performed by using the UFF embedded
charges (Qeq scheme).51 The results clearly show that the
29Si isotropic shielding (σi

Si) converges when three complete
atomic shells around Si are included (shell-3 cluster), with
a scattering among the values for the shell-3 and shell-7
clusters of only 0.2 ppm for both R-quartz and R-cristobalite.
In agreement with these results, Xue et al.19 compared the
calculated σi

Si for Si-centered shell model clusters of increas-
ing size for cristobalite and coesite (Si1 site) and found that
convergence occurred at the shell-3 cluster model, by using
the 6-311+G(2df,p) basis set. The same was found by
Brouwer et al.22 by using the 6-311G(2df) basis set on Si-
centered clusters of R-quartz.

Figure 3 also shows that computed 29Si isotropic shielding
is not really affected by long-range Coulomb interactions
included by the ONIOM(QM:MM) approach. Indeed, the
scattering values of the shell-7 model are within 0.3-0.4
ppm.

Our results demonstrate that large errors arise from small-
sized cluster/model systems, due to the lack of Pauli repulsion
and magnetic susceptibility of the nearby atoms in the QM/
MM calculations. These QM effects could not be safely
described by electrostatic potentials, and quite large systems
should be accounted for in the QM calculations of shielding
tensors. Therefore, provided that the cluster sizes are
sufficiently large, the use of cluster models for QM calcula-
tions of the 29Si shielding tensor is relatively accurate, and
a QM/MM scheme is not particularly helpful in reducing
the computational effort.

29Si NMR. Chemical Shifts. Table 1 lists the 29Si NMR
chemical shifts predicted by HF together with those com-
puted by DFT, with B3LYP, PBE0, M05-2X, and CAM-
B3LYP density functionals. Calculations of 29Si NMR
chemical shifts of different Si sites in R-quartz,34 R-cristo-
balite,35 coesite,36 Sigma-2,22 and ferrierite37 all-silica zeo-
lites have been performed using the shell-3 clusters (see
Figures S1, S2, and S3 in the Supporting Information for

pictures of the clusters) using R-quartz as secondary chemical
shift standard. The experimentally observed isotropic chemi-
cal shift for R-quartz referred to tetramethylsilane (TMS)
was δiso

TMS(R-quartz) ) -107.4 ppm.53 The calculated
shielding values for σiso(R-quartz) were 491.68, 446.83,
452.94, 444.20, and 446.18 ppm for HF, B3LYP, PBE0,
M05-2X, and CAM-B3LYP methods, respectively. The
chemical shifts reported in Table 1 have been compared with
experimental data and chemical shifts calculated by Profeta
et al.28 by using the PBE density functional and the periodic
approach implemented in the PARATEC code.54 In this
approach the gauge including projector augmented wave
(GIPAW) method55 ensures the reproduction of all electron
results using pseudopotentials and plane-waves basis sets.

The computed 29Si chemical shifts in closest agreement
with experiments are those obtained by HF: the average
errors (<∆δ>) on the 29Si NMR chemical shifts are 0.4,
2.2, 1.7, 0.9, and 1.8 ppm for HF, B3LYP, PBE0, M052X
and CAM-B3LYP, respectively. The largest errors are 0.7,
4.6, 3.8, 1.9, and 3.2 ppm for HF, B3LYP, PBE0, M05-2X,
and CAM-B3LYP, respectively. The HF-cluster approach
is of even superior accuracy than the GIPAW-PBE periodic
approach;28 the latter having <∆δ> ) 0.9 ppm and the
largest error equal to 2.3 ppm, in line with the performances
of the density-functionals here exploited.

Figures 4 and 5 compare the results of the shell-3 HF/
6-311+G(2df,p) calculations of the 29Si chemical shifts with
the experimental spectra for Sigma-2 and ferriereite all-silica
zeolites, respectively. The assignments according to the
experimental structures of Brouwer et al.22 for Sigma-2 and
Lewis et al.37 for ferrierite are also given above each peak,
and the heights of the peaks reflect the multiplicities of each
of the sites. It is worth noting that while Sigma-2 has four
crystallographic unique Si sites well resolved in the experi-
mental spectrum, ferrierite has five crystallographic unique
sites where Si1 and Si5 are separated in the experimental
NMR spectrum by only 0.2 ppm. Such a feature has been

Table 1. Calculated 29Si Isotropic Chemical Shift for Shell-3 Cluster Models of Various SiO2 Polymorphs Using Different
Methodsa

HF B3LYP PBE0 M05 CAM-B3LYP exp.b Profeta et al.28

Cristobalite
Si -109.1 (0.6) -108.9 (0.4) -108.9 (0.4) -109.3 (0.8) -109.3 (0.8) -108.5 -109.1 (0.6)

Coesite
Si1 -113.6 (0.3) -115.0 (1.1) -114.9 (1.0) -114.0 (0.1) -114.5 (0.6) -113.9 -114.7 (0.8)
Si2 -108.7 (0.6) -109.8 (1.7) -109.8 (1.7) -109.0 (0.9) -109.4(1.3) -108.1 -108.4 (0.3)

Sigma2
Si1 -115.2 (0.6) -117.8 (2.0) -115.5 (0.3) -115.9 (0.1) -117.3 (1.5) -115.8
Si2 -113.2 (0.4) -114.7 (1.1) -112.3 (1.3) -114.1 (0.5) -114.7 (1.1) -113.6
Si3 -119.0 (0.7) -121.2 (1.5) -118.8 (1.1) -119.3 (0.4) -121.0 (1.3) -119.7
Si4 -108.9 (0.4) -110.4 (1.9) -108.3 (0.2) -109.6 (1.1) -110.3 (1.8) -108.5

Ferrierite
Si1 -116.3 (0.2) -119.9 (3.4) -119.3 (2.8) -117.7 (1.2) -119.3 (2.8) -116.5 -117.7 (1.2)
Si2 -112.5 (0.2) -116.9 (4.6) -116.1 (3.8) -114.2 (1.9) -115.5 (3.2) -112.3 -113.7 (1.4)
Si3 -112.1 (0.2) -114.0 (2.1) -113.7 (1.8) -112.7 (0.8) -113.7 (1.8) -111.9 -112.2 (0.3)
Si4 -117.4 (0.2) -121.2 (4.0) -120.7 (3.5) -118.8 (1.6) -120.4 (1.6) -117.2 -119.5 (2.3)
Si5 -116.1 (0.1) -119.2 (3.0) -118.7 (2.5) -117.1 (0.9) -118.5 (0.9) -116.2 -116.3 (0.1)
<∆δ> 0.4 2.2 1.7 0.9 1.8 0.9

a The 6-311+G(2df,p) basis set has been applied to all atoms. The Si sites in R-quartz,34 R-cristobalite,35 coesite,36 Sigma-2,22 and
ferrierite37 all-silica zeolites have been cut out from the experimental framework structures. The errors between experimental and calculated
data are reported in brackets. b Experimental 29Si NMR data taken from ref 3 for cristobalite and coesite, ref 22 for Sigma-2, and ref 37 for
ferrierite.
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remarkably well described by our calculations, and it was
not predicted by recent calculations reported by Bull et al.,14

where an overlap of sites 1 and 5 was found, while a lower
accurate shift of 1.3 ppm was obtained by the GIPAW-PBE
periodic approach.28

A meaningful test for the accuracy of ab initio calculations
consists of comparing the computed principal components,
the span (Ω) and skew (κ) values of the 29Si chemical shift
tensor. These quantities can be extracted from recoupling
and slow MAS experiments.22 The principal components of
the 29Si chemical shift tensor are the eigenvalues, with δ11

> δ22 > δ33. The span (Ω) describes the breadth of the tensor
and the skew (κ) describes the asymmetry of tensor com-
ponents and are defined as follows

Ω) δ11 - δ33, and κ) 3(δ22 - δiso) ⁄ Ω (5)

where δiso ) (δ11+δ22+δ33)/3.
Table 2 lists the principal components, the span (Ω) and

skew (κ) values of the 29Si chemical shifts tensor of Sigma-2
calculated at the HF, B3LYP, PBE0, M05-2X, and CAM-
B3LYP levels of theory, together with those determined by
recoupling and slow MAS experiments.22 Slow MAS data
are more accurate (smaller experimental uncertainties) and
are taken as reference in Figure 6 where correlation plots
between calculated and observed principal components of
the 29Si chemical shifts tensor of Sigma-2 are reported. The

average errors of computed principal components are 0.6,
1.9, 1.6, 1.0, and 1.7 ppm for HF, B3LYP, PBE0, M05-2X,
and CAM-B3LYP, respectively. A more detailed analysis
shows that while HF well reproduces all the trends of the
principal components, B3LYP, PBE0, and CAM-B3LYP
wrongly predict that δ11(Si4) > δ11(Si2) and δ33(Si2) >
δ33(Si3), and the M05-2X method wrongly predicts that
δ33(Si2) > δ33(Si3). An even poorer agreement with experi-
ment has been found in the case of the span (Ω) and skew
(κ) values (see Figure 7 and Table 2). However, it is worth
noting the presence of high experimental uncertainties:
different techniques yield quite dissimilar values.

The excellent agreement with the experiments indicates
that the HF level of theory on cluster models extracted from
the highest quality crystal structures is adequate for calculat-
ing 29Si shielding tensors in zeolites and silica polymorphs.

17O NMR. CLUSTER vs ONIOM Performance and
System-Size Convergence. Figure 8 reports the 17O isotropic
shielding constants calculated by using the cluster approach
(solid line) and the ONIOM approach (dashed line) for the
single O site of R-cristobalite as a function of cluster and
model system size. The high level calculations (cluster
approach and model system in the ONIOM approach) were
performed at the PBE level of theory by using the
6-311+G(2d) basis set for the central oxygen and silicon
of the first two atomic shells (n ) 1,2) and the 6-31+G(d)
basis set for the remaining atoms (n > 2). In the ONIOM
approach the low level calculations were performed by using
the UFF embedded charges (Qeq scheme),51 in close
resemblance with the calculations carried out in the case of
29Si.

The results clearly show that within the cluster approach
the 17O isotropic shielding (σi

O) converges when four
complete atomic shells around O are included (shell-4
cluster), with a scattering among the values for the shell-4
and shell-6 clusters of only 0.3 ppm. Figure 8 also shows
that σi

O is slightly affected by long-range Coulomb interac-
tions, as included in the ONIOM approach, even though not
in a systematic way. However, since the shell-6 model system
contains more than 130 atoms a further expansion of the
cluster size would require too high computational effort.
Moreover, in such circumstances the simplest cluster ap-
proach would be preferred since the ONIOM approach is
usually applied with the aim of decreasing the size of the
system to be included in QM calculations.

Table 3 lists the principal components of the electric field
gradients calculated for the O-site in R-cristobalite. Our
results clearly show that the electric field gradients are not
affected by long-range Coulomb interactions and they
converge at the shell-4 model size.

17O NMR. Chemical Shifts. The calculations of 17O NMR
chemical shifts were performed on shell-4 cluster models of
R-quartz,34 R-cristobalite,35 and coesite36 by using the
6-311+G(2df,p) basis set. In the present study, R-cristo-
balite, δiso

H2O(R-cristobalite) ) 40 ( 2 ppm,56 has been used
as internal secondary chemical shift reference: the computed
values for σiso(R-cristobalite) were 272.0, 241.8, 244.2, 238.0,
and 233.1 ppm for HF, B3LYP, PBE0, M05-2X, and PBE
methods, respectively. These absolute values can be com-

Figure 4. The experimental 29Si NMR isotropic chemical
shifts (a) of Sigma-2 taken by Brouwer23 compared with the
(b) calculated shifts (HF/6-311+G(2df,p) with shell-3 Si-
centered clusters) of the experimental crystal structure. The
numbering scheme corresponds to the Si sites in the crystal
structure of Sigma-2.65

Figure 5. The experimental 29Si NMR isotropic chemical
shifts of (a) Sil-ferrierite taken by Lewis37 compared with the
(b) calculated shifts (HF/6-311+G(2df,p) with shell-3 Si-
centered clusters) of the experimental crystal structure. The
numbering scheme corresponds to the Si sites in the crystal
structure of Sil-ferrierite.37
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pared with the estimated value of the experimental absolute
shielding of 248 ( 2 ppm, obtained from the aforementioned
isotropic chemical shift, δiso

H2O(R-cristobalite), and the

reported absolute shielding value of 324 ppm for water
molecule,57 plus the shift difference of -36 ppm required
to reference molecular to liquid water.58 The experimental
17O NMR isotropic chemical shift of gaseous water compares
fairly well with its theoretical counterpart, as computed at
different levels of theory on the experimental structure of
gas-phase water (R(O-H))0.9572 Å and ∠ HOH ) 104.52°).

These results are listed in Table 4 together with the efg,
the 17O efg asymmetry parameter (η) for water and the
nuclear quadrupole moment eQ values, derived from the

Table 2. Experimental and Calculated Principal Components of the 29Si Chemical Shift Tensors, Span Ω, and Skew κ

Values of Sigma-2

site δ11 (ppm) δ22 (ppm) δ33 (ppm) Ω (ppm) κ

Experiment (CSA Recoupling)
Si1 -108.9 ( 1.1 -113.0 ( 1.0 -125.3 ( 1.1 16.4 ( 1.2 0.50 ( 0.12
Si2 -104.5 ( 1.5 -113.3 ( 1.2 -123.0 ( 1.5 18.5 ( 1.6 0.05 ( 0.18
Si3 -115.3 ( 1.4 -119.6 ( 0.9 -124.1 ( 1.4 8.8 ( 1.7 0.03 ( 0.25
Si4 -103.5 ( 0.9 -105.8 ( 0.9 -116.2 ( 0.9 12.6 ( 0.8 0.65 ( 0.14

Experiment (Slow MAS)
Si1 -108.1 ( 0.5 -113.5 ( 0.5 -125.8 ( 0.5 17.7 ( 0.5 0.39 ( 0.06
Si2 -104.3 ( 0.6 -112.8 ( 0.5 -123.6 ( 0.6 19.3 ( 0.6 0.12 ( 0.05
Si3 -114.4 ( 0.3 -119.6 ( 0.3 -125.0 ( 0.3 10.7 ( 0.2 0.02 ( 0.05
Si4 -102.8 ( 0.7 -106.0 ( 0.8 -116.7 ( 0.7 14.0 ( 0.5 0.53 ( 0.13

Hartree-Fock
Si1 -107.9 -113.5 -124.2 16.3 0.31
Si2 -103.1 -112.9 -123.7 20.6 0.05
Si3 -114.7 -118.1 -124.0 9.3 0.27
Si4 -102.7 -106.4 -117.5 14.8 0.50

B3LYP
Si1 -110.0 -115.9 -127.6 17.6 0.33
Si2 -102.9 -113.8 -127.4 24.5 0.11
Si3 -116.1 -120.3 -127.3 11.2 0.25
Si4 -103.8 -107.6 -119.9 16.2 0.53

PBE0
Si1 -109.8 -115.6 -127.1 17.3 0.33
Si2 -102.8 -113.5 -126.8 24.0 0.11
Si3 -115.9 -119.9 -126.6 10.7 0.25
Si4 -103.7 -107.5 -119.7 16.0 0.53

M052X
Si1 -108.4 -114.0 -125.3 16.9 0.34
Si2 -102.8 -113.4 -126.1 23.3 0.09
Si3 -114.7 -118.1 -125.0 10.3 0.34
Si4 -102.5 -107.3 -118.9 16.4 0.41

CAM-B3LYP
Si1 -109.5 -115.3 -127.2 17.6 0.34
Si2 -103.0 -114.2 -127.0 24.0 0.07
Si3 -116.0 -120.1 -126.9 10.9 0.25
Si4 -103.7 -107.4 -119.7 16.0 0.54

Figure 6. Correlation plots between the experimental (slow
MAS experiments) principal components of 29Si chemical shift
tensors and the calculated ones at the (a) Hartree-Fock, (b)
B3LYP, (c) PBE0, and (d) M052X level of theory for Sigma-
2. If the experimental data were perfectly reproduced, the data
points would lie on the solid lines (ideal lines of equation y )
x).

Figure 7. Comparison of (a) the span (Ω) and (b) the skew
κ values determined from slow MAS experiments22 and the
ones calculated by the HF/6-311+G(2df,p) method on shell-3
cluster models of Si sites in Sigma-2.
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accurate experimental 17O CQ of the H2O molecule (10.175
( 0.067 MHz)52 and the e〈qzz〉 values computed for the same
water molecule at the same levels of theory as those exploited
for the silica clusters. The computed η values for water are
in the range between 0.80 and 0.76, which compares well
with the experimental value of 0.75 ( 0.01 determined by
Verhoeven et al.52 Good agreement is also found for the
nuclear quadrupole moment eQ, which ranges between
2.38E-30 and 2.53E-30 m2 with respect to the experimental
value of 2.55E-30 m2 determined by Pyykko.59

Table 5 summarizes the 17O NMR parameters computed
by HF, B3LYP, PBE0, M05-2X, and PBE methods for
various shell-4 O-centered clusters (see Figures S4 and S5
of the Supporting Information for the pictures of the cluster
models used). Moreover, Figure 9 displays a comparison of
the calculated CQ

O with experimental data. The best correla-
tion is found with B3LYP, which reproduces the quadrupolar
coupling constant by an average error of 0.04 MHz, with
respect to the average error of 0.14, 0.11, 0.36, and 0.10
MHz for HF, PBE0, M05-2X, and PBE, respectively.
However, a more in-depth analysis shows that while the PBE
method well reproduces all the trends of the CQ

O of coesite,
both B3LYP and PBE0 wrongly predict that CQ

O(O2) )
CQ

O(O3), and both HF and M05-2X as well as the GIPAW-
PBE periodic approach28 wrongly predict that CQ

O(O2) >
CQ

O(O3). The calculated ηQ
O values show a reasonable

agreement of all the methods with experiments (mostly
within 0.05), see Figure 10 and Table 4. The reported

deviations fall well within the uncertainties of experimental
estimations.

The agreement between calculations and experiments
observed in the relative 17O chemical shifts among different
oxygen sites is not as good as that for δi

Si. Indeed, the average
errors (<∆δ>) of computed δi

O are 5.7, 4.5, 4.4, 4.7, and
3.9 ppm for HF, B3LYP, PBE0, M05-2X, and PBE
methods, respectively; the largest errors being 9.8, 8.4, 7.8,
7.1, and 7.4 for HF, B3LYP, PBE0, M05-2X, and PBE,
respectively.

A closer examination of the results listed in Table 5
suggests that our calculations reproduce well the relative δi

O

for O1 and O2 sites of coesite, with differences between
computed and measured values well below the experimental
uncertainties of 1 ppm. Both these sites link neighboring four-
membered rings. The worse results are obtained for the O3,
O4, and O5 sites, all of which are part of four-membered
rings. Figure S5 of the Supporting Information shows the
exploited coesite shell-4 O centered cluster structures. These
have been cut out from the bulk structure (reported in Figure
1) by following the bond connectivity. However, in this way
the central oxygen does not feel the effects of the atoms
towering above, which are about 3 Å faraway. Thereafter,
the low accuracy of predicted δi

O values for O3, O4, and
O5 sites seems to result from the convergence of cluster size,
which is not fulfilled in these cases. To further support such
a statement, further calculations on the O4 site (which shows
errors between 6.6 and 8.2 ppm depending on the method
used) have been performed by using two bigger clusters,
namely, the shell-6 cluster (132 atoms) made by the bond
connectivity method and a new cluster containing 147 atoms
made by including atoms inside a spherical region with a
radius of about 7.0 Å (see Figure S6 of the Supporting
Information). The results listed in Table 6 show that a shell-4
and a shell-6 O4 clusters of coesite do not reach convergence;
the cluster system containing 147 atoms provides the best
results compared to experiment, with an error on isotropic
chemical shift of only 1 ppm at the PBE/6-311+G(2df,p)
level of theory.

In conclusion, these results show that oxygens in some
silicate topologies present some difficulties to reach full
convergence with respect to the cluster size. Preliminary tests
on crystal silicates containing alkali and alkaline-earth cations
performed in our laboratories showed that the problem of
the convergence of 29Si and 17O NMR parameters with
respect to the cluster size is even worse than in SiO2

polymorphs. This could be probably the reason why previous
calculations of 29Si-, 27Al-, and 17O NMR chemical shifts of
silicate and alumino-silicate glasses yielded quite poor
results.17,60-62

Concluding Remarks

In the present paper a comparative study on the performance
of quantum chemical techniques in computing the magnetic
parameters of SiO2 polymorphs has been reported. Several
all silica systems (R-quartz, R-cristobalite, coesite, Sigma-
2, and ferrierite zeolites) and several ab initio methods (HF,
B3LYP, CAM-B3LYP, PBE, PBE0, and M05-2X) have
been tested.

Figure 8. Comparison between 17O isotropic shielding
calculated by using the cluster approach (solid line) and the
oniom approach (dashed line) for R-cristobalite as a function
of cluster and model system size. High level calculations
performed at the Hartree-Fock level of theory by using the
6-311+G(2d) basis set for the central oxygen and silicon
atoms of the first two atomic shells (n ) 1,2). The 6-31+G(d)
basis set has been used for the atoms of the third shell and
beyond (n > 2). In the ONIOM approach the low level
calculations were performed by using the UFF embedded
charges (Qeq scheme).

Table 3. Electric Field Gradients of the O-Site of
R-Cristobalite As a Function of System Size within the
Cluster and ONIOM Approaches

e<qxx> (au) e<qyy> (au) e<qzz> (au)

Cluster ONIOM Cluster ONIOM Cluster ONIOM

shell-2 0.418308 0.418271 0.572242 0.572290 -0.99055 -0.99056
shell-4 0.416158 0.416228 0.566511 0.566386 -0.98267 -0.98261
shell-6 0.425327 0.420848 0.511205 0.563811 -0.98493 -0.98466
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First, we consider the convergence of computed parameters
with respect to cluster size, with and without the inclusion
of partial atomic charges, by the ONIOM(QM:MM) scheme,
to account for long-range Coulomb interactions. In the case
of 29Si, the computed shielding constants converged at system
sizes still amenable to full QM descriptions. Unfortunately,

the situation is not the same for 17O parameters: the results
show that full convergence is system dependent; in particular,
it is hard to achieve for oxygen atoms that are part of small
n-membered rings (n < 6). However, from our work it is at
least evident that the inclusion of long-range electrostatic
effects is not mandatory for well-behaving systems and not

Table 4. 17O Isotropic Shielding (σi
O), Diagonal Element of the Electric Field Gradient Tensor (<qii>), Electric Quadrupole

Moment of the Oxygen Nucleus Calculated by Using the Experimentally Quadrupolar Coupling Constants of Oxygen in
Water (CQ

O ) 10.175 ( 0.067 MHz), and the Asymmetry Parameter for Water Calculated at Different Levels of Theory

σi
O (ppm) e<qxx> (au) e<qyy> (au) e<qzz> (au) eQ (m2) ηQ

O

HF 328.2 -0.179811 -1.642521 1.822333 2.38E-30 0.802658
B3LYP 326.9 -0.200025 -1.566409 1.766434 2.45E-30 0.773527
PBE0 329.3 -0.192725 -1.543946 1.736671 2.49E-30 0.778052
M05-2X 338.8 -0.172313 -1.575157 1.74747 2.48E-30 0.802786
PBE 328.5 -0.201431 -1.512331 1.713762 2.53E-30 0.764925

Table 5. Calculated 17O Isotropic Chemical Shift and EFG Parameters for OH Ended 2T Shell Clusters Models (4 Atomic
Shells around Each O Center) of Various SiO2 Polymorphs Using Different Methodsa

O site HF B3LYP PBE0 M052X PBE exp. Profeta et al.

δi
O (ppm)

coesite
O1 29.7 28.5 28.1 26.1 28.3 29 ( 1 25.8
O2 39.7 40.3 40.1 39.2 41.0 41 ( 1 39.2
O3 47.2 48.6 49.2 49.9 49.5 57 ( 1 56.0
O4 44.8 45.7 46.2 45.9 46.4 53 ( 1 52.4
O5 49.4 51.6 52.4 53.3 53.1 58 ( 1 57.8
cristobalite 40 40 40 40 40 40 ( 2 39.3
quartz 42.5 43.3 43.5 44.2 43.8 44.3
∆δ 5.7 4.5 4.4 4.7 3.9 1.4

CQ
O (MHz)

coesite
O1 5.89 6.04 6.17 5.67 6.15 6.05 ( 0.05 6.24
O2 5.30 5.43 5.53 5.08 5.51 5.43 ( 0.05 5.56
O3 5.28 5.43 5.53 5.05 5.52 5.45 ( 0.05 5.45
O4 5.41 5.56 5.66 5.19 5.66 5.52 ( 0.05 5.73
O5 5.11 5.25 5.34 4.88 5.33 5.16 ( 0.05 5.23
cristobalite 5.11 5.25 5.35 4.87 5.34 5.3 (0.1 5.30
quartz 5.16 5.28 5.38 4.91 5.36 5.31
∆CQ 0.14 0.04 0.11 0.36 0.10 0.10

ηQ
O

coesite
O1 0.013 0.012 0.011 0.014 0.011 0.000 ( 0.005 0.040
O2 0.128 0.121 0.121 0.110 0.118 0.166 ( 0.005 0.190
O3 0.171 0.159 0.157 0.149 0.153 0.168 ( 0.005 0.190
O4 0.136 0.125 0.125 0.122 0.121 0.169 ( 0.005 0.166
O5 0.286 0.274 0.272 0.265 0.269 0.292 ( 0.005 0.296
cristobalite 0.129 0.127 0.128 0.117 0.128 0.125 ( 0.005 0.145
quartz 0.169 0.169 0.171 0.159 0.171 0.202
∆ηQ 0.016 0.022 0.022 0.029 0.025 0.019

a The 6-311+G(2df,p) basis set has been applied to all atoms.

Figure 9. Calculated 17O quadrupolar coupling constants,
CQ

O, for shell-4 O-centered clusters of R-cristobalite and
coesite vs experimental values.

Figure 10. Calculated 17O electric field gradient asymmetry
parameter, ηQ

O, for shell-4 O-centered clusters of R-cristobalite
and coesite vs experimental values.
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useful for those systems whose convergence is questionable.
Use of QM:QM embedding techniques63 or periodic bound-
ary conditions64 seem to be viable solutions for the systems
whose complexity prevent the safe cutting out of cluster
models.

Regarding the quality of our results, an excellent agree-
ment with experiments has been found for the 29Si chemical
shifts of Sigma-2 and ferrierite zeolites. In this second case,
the characteristic features of the experimental spectrum have
been predicted with an accuracy that has never been achieved
before.

In conclusion, the present work shows that the HF model
could be safely exploited for computing 29Si magnetic
parameters, while methods rooted into DFT perform slightly
better in the more complex case of 17O nucleus. It is worth
noting that the calculations of magnetic shielding tensors
result in being challenging for the currently available density
functionals: the slightly better or comparable performance
of HF than DFT highlights the importance of developing
and testing new exchange-correlation approximations for an
accurate prediction of molecular parameters.

Therefore, beyond the intrinsic relevance of the investi-
gated silicate systems, the many theoretical results reported
here represent, in our opinion, valuable references for
computational chemists approaching the theoretical study of
NMR parameters for SiO2 polymorphs.
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Abstract: Molecular dynamics simulations have been used to characterize the structure of single
chitin and chitosan chains in aqueous solutions. Chitin chains, whether isolated or in the form
of a �-chitin nanoparticle, adopt the 2-fold helix with φ and � values similar to its crystalline
state. In solution, the intramolecular hydrogen bond HO3(n) · · ·O5(n+1) responsible for the 2-fold
helical motif in these polysaccharides is stabilized by hydrogen bonds with water molecules in
a well-defined orientation. On the other hand, chitosan can adopt five distinct helical motifs,
and its conformational equilibrium is highly dependent on pH. The hydrogen bond pattern and
solvation around the O3 atom of insoluble chitosan (basic pH) are nearly identical to these
quantities in chitin. Our findings suggest that the solubility and conformation of these
polysaccharides are related to the stability of the intrachain HO3(n) · · ·O5(n+1) hydrogen bond,
which is affected by the water exchange around the O3-HO3 hydroxyl group.

Introduction

Chitin is the second most abundant organic material in nature
after cellulose. It is a naturally occurring glucose-derivative
polymer forming the primary component of fungal cell walls,
arthropods, and certain algaes. Chitosan, its main derivative,
is the partly N-deacetylated chitin. Deacetylation level almost
never reaches 100%. It is generally accepted that this
biopolymer is considered as chitosan if chitin is N-deacety-
lated to such a degree that it becomes soluble in dilute acidic
medium, which is typically on the order of 40-60%.1 The
amine groups of the chitosan glucosamine units (pKa ∼
6.3-6.5) are important chelation sites for metal ions in
neutral to alkaline conditions and form stable complexes with
anions by electrostatic interactions in acidic conditions.2-5

Unlike chitin, chitosan is positively charged in acidic to
neutral conditions with a net charge density, and therefore
its adsorption capacity is dependent on pH and N-deacety-
lation level.6-8 The overall metal- and anion-binding capaci-
ties of these polymers result from the interplay between the
degree of deacetylation, molecular weight, surface area, and

crystallinity. Because of chitin and chitosan widespread
availability, and of their strong affinity for ions, molecules,
macromolecules and even microorganisms, a great variety
of chitosan particles is engineered for an impressively wide
range of applications including the following: removal of
toxic radionuclide and heavy metals, recovery of precious
metals, nitrogen fertilization in agriculture, pesticide removal,
fine clay particle stabilization/coagulation (e.g. on some U.S.
Department of Transport highways), alkaline fuel cell, tissue-
engineering (e.g., fibers, textiles), biomaterial stabilization,
catalysis support, food emulsification, paper food, fungal and
bacterial disease prevention, drug delivery, pharmaceutical
excipients, and as blood plasma cholesterol and intestinal
triglycerides regulation in the human body.9-15

Natural chitin has three anhydrous crystalline polymorphs,
R-, �-, γ-chitins, in the native state, which is found in the
skeletal structure of crustaceans, insects, mushrooms, and
the cell wall of fungi.16 The structure of R and � forms differ
only in that the piles of chains are arranged alternately
antiparalel in a R-chitin, whereas they are all parallel in
�-chitin.17 The γ-chitin form has characteristics of both R
and � forms, where two chains run in one direction and
another chain in the opposite direction; however, it is considered
only a variant of the R family, because it has the same properties
as the R-chitin.18 R-Chitin is the most abundant and also the
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most stable thermodynamically,19,20 and the �- and γ-chitin
forms can be irreversibly converted into the R-form.16 Chitosan
has anhydrous and hydrated forms, with piles chains arranged
in an antiparallel fashion.21-23

Experimental results obtained using various methods of
polymer structure investigations (IR spectroscopy, NMR,
X-ray scattering, microscopy, sorption techniques) showed
that chitin and chitosan, just as cellulose, are characterized
by an ordered fibrillar structure, a developed system of intra-
and intermolecular hydrogen bonds, a high degree of
crystallinity, and polymorphism.13,24 According to X-ray
crystallography experiments, chitin is a linear polysaccharide
where the chains composed of 2-acetamido-2-deoxy-D-
glucopyranose and linked by �-(1f4) glycoside bonds on a
21 screw axis have a repeating unit of 1.030 to 1.043
nm.25-27 Similarly to chitin, both hydrated and the anhydrous
forms of chitosan have a conventional extended 2-fold helical
conformation with a repeating pattern every ca. 1.0 nm,21,28

although acid salts of chitosan can favor different structural
arrangements.23 Three types of structural complexes have
been observed for chitosan and can be classified according
to their chain repeating unit. The first type, so-called type I
form, is the anhydrous form, where in these crystals the
backbone chitosan chains retain the extended 2-fold helix
of the unreacted chitosan molecule.21 The type II is a
hydrated crystal with a chain repeat about 4.08 nm and
asymmetric unit (repeating units) consisting of four glu-
cosamine residues. Since two tetrasaccharides make a chain
repeat, this is also a 2-fold helix even though the conforma-
tion is completely different to that of type I form, where the
asymmetric unit is one glucosamine residue. Type II form
is also known as relaxed 2-fold helix because it is almost
four times longer than unreacted chitosan.29,30 A type II salt
variant, called type IIa, has a similar chain repeat (4.05 nm),
but the molecular conformation is a 4/1 helix, with an
asymmetric unit consisting of a glucosamine dimer. This
right-handed helix comprises four asymmetric units.30 The
most recently discovered form, type III, has a chain pattern
with a chain repeat of 2.55 nm, a 5-fold helix, and an
asymmetric unit of one glucosamine residue.31

It is well-known that hydrogen bonds play an important
part in the stabilization of secondary structures of proteins.
Likewise, it has been proposed that the structure of chitin
and chitosan chains are also stabilized by two hydrogen
bonds, one intrachain and one interchain.32 An intramolecular
hydrogen bond is formed between atoms HO3 and O5 of
consecutive linked glucosamine units. This intramolecular
hydrogen bond (HO3(n) · · ·O5(n+1)) is responsible for the
length of the chain repeating distance and to keep the chitin
chain in a 2-fold helical pattern.25,33 There are two pos-
sibilities of intermolecular hydrogen bonds in the solid state,
between two N-acetyl groups (e.g., N-H(i) · · ·OdC(j)) and
between one N-acetyl and a hydroxymethyl group. In
R-chitin, each amounts for roughly 50% of the interchain
interactions.13 The latter pattern has not been reported in the
crystal structures of �-chitin and is thought to account for
the increased susceptibility to crystalline swelling of

�-chitin.13 The hydrogen bond network is responsible for
linking the chitin chains in arranged bonded piles or
sheets.19,26

Other studies using X-ray crystallography,27 13C solid-state
NMR,20 and molecular dynamics simulations34 showed
further information about the hydrogen bonds and conforma-
tions of the hydroxymethyl and the N-acetyl groups in solid
state. However, there are no studies that described the
dynamical properties of these hydrogen bonds and the
possible orientations of these groups in chitin upon solvation.
The only molecular study involving the presence of water
as solvent is the X-ray structure of the monohydrate form
of the chitin [C8H13O5N(H2O)]n.

35 This study showed that
water molecules taking part in the hydrogen bond system of
chitin are stable and not unusual. Hydroxyl groups were
found to be the main partners in the hydrogen bonds
involving water molecules, which have a typical distance of
2.8 Å. (A hydrogen bond is assumed to be present when the
hydrogen-acceptor distance is less than 3.5 Å and the donor-
hydrogen-acceptor angle is larger than 135°.) Like chitin,
the structure of chitosan also displays hydrogen bonds
between the O3(n) and O5(n+1) oxygen atoms across the
glycosidic linkages and by interchain hydrogen bonds
involving the oxygen atom of the hydroxymethyl group (O6)
of one chain and the amine nitrogen atom (N2) of the
D-glucosamine unit of another chain. The patterns in polymer
packing are therefore highly dependent on deacetylation
levels. In addition, water molecules also play an important
role in the packing, conformation, and mechanical properties
of chitin and chitosan-based materials.36,37 In hydrated forms
of chitosan, the packing structure can be stabilized by several
hydrogen bonds mediated by water molecules without direct
interactions between sheets.23 However, the solution con-
formation and the influence of the solvent on these polymers
remain unclear and under debate.36,38,39

Toward a better understanding of these interactions at a
molecular level, we have performed molecular dynamics
simulations of chitin and chitosan chains under different
conditions to address the role of solvation in the hydrogen
bond pattern, structure, and solubility of these polymers.
Within this context, the influence of ionic strength on the
conformation of chitin and the influence of pH in the
conformation of chitosan are also discussed.

Methodology

Molecular Systems and Simulation. A modeled 10-mer
polysaccharide filament with φ ∼-60° and � ∼+110°
(where φ and � are defined by atoms O5-C1-O1-C4 and
C1-O1-C4-C3, respectively) was used as starting struc-
tural framework in all simulations. The systems are sum-
marized in Table 1. The polymer chains were placed in a
rectangular simulation box with dimensions of x ) 3.0, y )
3.0, and z ) 5.0 nm, where a covalent glycosidic bond, with
the necessary bonded terms, was defined across the periodic
box, hence treating the filaments as infinite chains. The
nanoparticle was formed by 9 chitin filaments arranged in a
3 × 3 matrix in a �-chitin configuration. The systems were
then solvated by filling the box with SPC water model
molecules.40 Sodium and chloride ions were used to achieve
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the desired ionic strengths. Each system was energy mini-
mized using 10,000 steps of the steepest descent method.
After minimization the solvent was equilibrated by perform-
ing 10 ps molecular dynamics simulation at 50, 150, and
300K, with non-hydrogen atoms positionally restrained (force
constant 1.0 × 103 kJ.mol-1.nm-2). Following the 30 ps
solvent equilibration, a total of 30 ns for the chains and 20
ns for the nanoparticles molecular dynamics simulations were
performed in an isothermal-isobaric (NPT) ensemble using
the leapfrog algorithm41 with a 1-fs time step, therefore
allowing structural flexibility of the filament along its axis.
The configurations were recorded every 1 ps for analysis.
During the MD simulation, at every time step, the transla-
tional and rotational motion of the center of mass was
removed. The temperature was kept at 300 K by coupling
the solutes and the solvent separately to Berendsen thermo-
stats42 with a relaxation time of 0.1 ps. The pressure was
maintained at 1 bar by coupling to a Berendsen barostat42

via semi-isotropic coordinate scaling with a relaxation time
of 10 ps and a compressibility of 4.5 × 10-6

(kJ.mol-1.nm-3)-1. Water stretching and bending motions
were constrained using the LINCS algorithm.43 A 1.4 nm
cutoff was used for the short-range electrostatics and van
der Waals interactions. Long-range electrostatic contributions
were treated via the generalized reaction field44 with ε)66.
All simulations were carried out using extensions of the
GROMOS carbohydrate force field45 within the GROMACS
3.3.2 program.46

Electrostatic Potential and Solvation Free Energy
Calculations. Electrostatic potential and solvation free
energy calculations were obtained by solving numerically
the nonlinear Poisson-Boltzmann equation and applying a
finite-difference procedure,47-49 which was performed using
the APBS (Adaptive Poisson-Boltzmann Solver) program50

in conjunction with the GROMOS point charge parameter
set for carbohydrates.45 A dielectric constant for solvent of
78.54 C2/N.m2 with solvent radius of 1.4 nm, surface tension
of 0.105 N/m, and ionic strength of 0.4 mM was used to
describe the structures in aqueous solution. The internal
dielectric constant of the solute was set to 1 C2/N.m2, and
the apolar contribution to the solvation free energy was
calculated using gamma equal to 0.105 kJ/mol. The three-

dimensional potentials were obtained using 129 grid points
in the x, y, and z directions.

Results and Discussion

Ionic strength is well-known to play an important role on
the ability of chitin and chitosan to aggregate forming
different gels, beads, and nanoparticles in solution.51 For
example, a decrease of the persistence length of chitosan in
gels has been proposed to be correlated with the increase of
the ionic strength in the media.51 Nevertheless, its effect
on the chains of these polysaccharides remains elusive. Due
to the nature of our setup, we are able to isolate the influence
of the ionic strength on single chains of chitin in aqueous
solution. It is worth noting that values of φ -60° and �
+110° were used as the starting point for all the initial
structures. A time evolution analysis of chitin’s φ and �
torsional angles shows the influence of the ionic strength on
the structural convergence of the chitin chain, from the initial
conformation (Figure 1a,b). It is clear from Figure 1 that an
increase in ionic strength results in a slower convergence to
its equilibrium structure. Chitin in the absence of salt reached
its equilibrium structure (i.e., a 2-fold helix) after ca. 5 ns.
To achieve this same configuration, a total of 25 ns of
sampling were needed for the system with an ionic strength
of 1.1 M NaCl. In all simulations the final values for φ and
� dihedral angles of fully solvated chains converge to the
similar values of crystalline chitin. This is illustrated by the
φ/� maps for the last sampled 5 ns (Figure 1c-e). Available
experimental values obtained by X-ray diffraction for two
independent measurements for �-chitin and one for R-chitin
crystal packing are also plotted for reference (Figure 1c-e).
This result shows that fully solvated chitin chains tend to
assume a typical nanoparticle crystal-like configuration and
indicates that ionic strengths up to 1.1 M NaCl do not alter
the equilibrium conformation of chitin in water at room
temperature.

In order to further characterize the structure of chitin chains
in aqueous solution, we have calculated its helicity as a
function of the simulation time. It is well-known that the
crystalline structure of chitin displays less conformational
variability than chitosan.13,23 The former maintains its
configuration in the 2-fold helix and φ and � values around
-90° and +90°, respectively. On the other hand, chitosan
can assume four main helical conformations: extended 2-fold
helix, relaxed 2-fold helix, 4/1 helix, and 5/3 helix. The φ

and � values for chitosan in a 2-fold helix shifts slightly to
φ = -98 and � = 92;21 the 4/1 helix can exist in two forms,
φ1 ) -66.4, ω1 ) 121.6 and φ2 ) -75.0, ω2 ) 126.928 and
has a repetition unit composed of two residues, thus
generating the full 4-fold helix using the space group P41 (2
residues with a translation after a 90° of rotation). No specific
values of φ and � are associated with 5-fold and relaxed
2-fold helices since they can adopt a wide range of
values.30,31 Due to the effects of solvation and higher
temperature (300 K) on the polymer, compared to a crystal
structure, we have chosen not to take into account the all
crystalline parameters that define chitin and chitosan helical
motifs.23 Instead, the helical periodicity (helicity and chain
repeat) was used as criterion, with a (15°-variation allow-

Table 1. Description of the Simulated Systems

systema

no. of
solute
atoms

no. of
ions

no. of
solvent
atoms

degree of
acetylation

(%)

ionic
strength

(mol.Kg-1) pHb

CHT 170 0 1365 100 0.0 n/a
CHT0.4 170 10 1355 100 0.4 n/a
CHT1.1 170 30 1335 100 1.1 n/a
CHSLOW 160 10 1473 0 0.4 low
CHSNEUTRAL 155 10 1394 0 0.4 neutral
CHSHIGH 150 10 1477 0 0.4 high
nanochitinc 1530 0 6310 100 0.0 n/a

a CHT: chitin; CHS: chitosan. b pH values corresponds to low
<4; neutral ) 6.5; high >10. c Corresponds to a 9-chain �-chitin
nanoparticle arranged into a 3 × 3 matrix comprising a total of 90
N-acetyl-glucosamine residues.
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ance. The algorithm employed here was based on the virtual
bond method developed by Zugenmaier and Sarko to analyze
the structure of fibrous polymers such as polysaccharides.52

Thanks to the nature of our setup (i.e., an infinite chain along
the periodic box) chitosan conformation was described
according to Ogawa’s classification of the crystal structure
of chitosans.23,53-55 According to this approach, five motifs
have been probed: 2-fold helix (2 residues per turn forming
a zigzag motif), 3-fold helix (right-handed helix with 3
residues per turn), 4-fold helix (right-handed helix with 8
residues per turn where four sets of two residues are rotated
by 90° around the principal axis to complete one turn),
relaxed 2-fold (right-handed helix with 8 residues per turn
where two sets of four residues are rotated by 180° around

the principal axis to complete one turn), and 5-fold helix
(left-handed helix with 5 residues per turn). If the configu-
ration of the entire chain, at any given time, fails to fulfill
the requirements of each motif, it is then classified as having
a random configuration, and it is not displayed in the
presented graphs. (A graphical representation of the X-ray
structures for the chitin and chitosan helical motifs can be
found in a comprehensive review by Ogawa and co-
workers).23

Time dependent evolution of helical configuration prefer-
ences are shown in Figure 2 for the chains at 0.0, 0.4, and
1.1 M ionic strength. Once again the structural behavior of
the chains shows that chitin dynamics is slowed down with
the increase of ionic strength, which seems to stabilize the

Figure 1. φ and � torsional angles for chitin at different ionic strengths: a) and b) as a function of simulation time and c-e)
distribution map for the last 5 ns for the systems at c) 0.0 M, d) 0.4 M, and e) 1.1 M ionic strength. Three independent experimentally
determined values of φ and � from R- (X-ray II27) and �-chitin (X-ray I;34 X-ray III26) crystals are plotted for reference in c-e). a)
and b) values are shown as a 20-ps interval averages.

Figure 2. Structural pattern for a-c) chitin and d-f) chitosan chains in aqueous solution as a function of time: a) chitin, 0.0 M;
b) chitin, 0.4 M; c) chitin 1.1 M; d) chitosan at high pH; e) chitosan at neutral pH; and f) chitosan at low pH.
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initial configuration (Figure 2). As expected, all the chains
converge to the 2-fold helix, and no significant difference is
observed in helical motif distributions for the last 5 ns of
simulation. It is worth noting that all chains have visited all
possible configurations before reaching equilibrium indicating
that simulation setup is insensitive to the initial conformation
(with the exception of the 2-fold helix motif). These findings
indicate that chitin dynamics and conformation may be
transiently altered by interactions with ionic species. This is
supported by a recent experimental work where a solution
of NaOH/urea (8 wt%/4 wt%, respectively) was shown to
solubilize chitin at temperatures around -10 °C.56 In the
proposed mechanism, Na+ ions would facilitate water
molecules to enter and disrupt the crystalline structure of
chitin by breaking interchain hydrogen bonds. The presence
of urea was verified to be necessary to stabilize solubility as
gelation would take place in the presence of the salt only.
In the currently presented simulations, the highest ionic
strength setup is equivalent to a solution of roughly 4 wt%
NaCl concentration.

It is well-known that interchain hydrogen bonds in chitin
are responsible for its highly stable crystalline state.19,25,57

It is also known that N-acetylglucosamine is soluble in water
and slightly soluble in ethanol. However, our results show
that a chitin chain in aqueous solution shows low confor-
mational exchange and similar degree of rigidity to the
crystalline state (based on φ/� distributions and helical
conformation). This cannot be explained solely by the high
torsional barrier around the glycosidic bond resulting from
the anomeric effect, otherwise chitosan should also behave
similarly, which is clearly not the case. Figure 2d-f shows
that chitosan presents a higher conformational diversity than
chitin, and it becomes less structured in acidic medium. At
high pH, the 2-fold helix is clearly the dominant configu-
ration followed by the 5-fold and relaxed 2-fold conforma-
tions. The 2-fold helix is rarely visited at neutral pH, and
the less structured 5-fold and relaxed 2-fold are the two
preferred conformations at low pH.

Analyses of the intrachain hydrogen bond pattern in chitin
reveal only one persistent hydrogen bond, namely
HO3(n) · · ·O5(n+1), which seems to be the driving force behind
the stabilization of chitin in a 2-fold helix motif (details in
Figure 3). This interaction favors � to adopt values locking
the chain into the 2-fold configuration. A similar behavior
was observed for the simulation of a �-chitin nanoparticle
(Table 2). The �-nanochitin setup comprised 9 chains
assembled in a 3 × 3 arrangement solvated by water
molecules. Therefore the central chain in the system is
completely shielded from water molecules. Analysis of the
interactions of the central chain with the other filaments
showed three types of persistent hydrogen bond. The
intramolecular hydrogen bond HO3(n) · · ·O5(n+1) and inter-
molecular hydrogen bonds between the N-acetyl groups of
different chains have been both described to occur in crystals
and are responsible for the bonded piles or sheet arrangement
in chitin.19,26 In addition to these interactions, our simulation
shows that ca. 20% of the intermolecular hydrogen bonds
are between the hydroxymethyl group of one chain with the
N-acetyl group of another chain of the nanoparticle (Table

2). To date, these interactions have not been observed in
crystals of �-chitin. This discrepancy may be due to i) the
relatively low occurrence (20%) and weak character of these
hydrogen bonds (lifetime is half of that of hydrogen bonds
between two N-acetyl groups); ii) experimental measure-
ments were obtained from anhydrous crystals, which typi-
cally display very low or no conformational variability; or
iii) a combination of both. For the internal chain of the
nanoparticle, the frequency of O3-HO3(n) · · ·O5(n+1) intramo-
lecular hydrogen bond reaches nearly 90%, and its lifetime
increases almost 60% compared to the solvated chain. If the
O3-HO3(n) · · ·O5(n+1) intramolecular hydrogen bond is re-
sponsible for maintaining a chitin chain in a 2-fold helix
motif and absence of solvation in these regions strengthens
such interactions, it is reasonable to propose that solubility
of chitin is inversely related to the stability of this interaction.

In order to verify this hypothesis, three 30 ns simulations
of fully solvated chitosan chains (100% N-deacetylated
chitin) in water were carried out at low, ca. neutral, and high
pH. It is worth noting that chitosan is only fully soluble at
pH below 6.13 The helical propensities and hydrogen-bond
patterns were calculated for the three simulations and are

Figure 3. Solvent (water) orientation around the O3 oxygen
atom of chitin and chitosan chains. Property is shown as the
average orientation (cos θ) over the entire simulation for a
5-Å radius around the O3 atom. θ is defined by the angle
formed between the vector formed by O3 and the water
oxygen atoms and the water dipole vector (as illustrated by
the black arrows). Hydrogen bonds are represented by dashed
blue lines. Water molecules are displayed in a ball-and-stick
model and the sugar units of chitin in sticks (atoms are color
coded as cyan: carbon; blue: nitrogen, red: oxygen, and white:
hydrogen).
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illustrated in Figure 2d-f and Table 2. The average number
of the HO3(n) · · ·O5(n+1) intrachain hydrogen bond in chitosan
is not significantly different from the observed values in
chitin or as a function of the pH. However, dramatic changes
are observed in i) the number of water molecules hydrogen
bonding O3 and ii) the lifetime of the HO3(n) · · ·O5(n+1)

interaction. The higher the pH the closer these numbers are
to the values observed in chitin. For example, for chitosan
in low pH the HO3(n) · · ·O5(n+1) hydrogen bond lifetime is
only half of the value of chitin (3 versus 6 ps, respectively),
while for chitosan at high pH the values for the average
number and residence time of a water molecule interacting
with O3 is nearly identical to the values observed in chitin.
These differences in residence times suggest that chain
conformation and solubility are affected by microsolvation
entropy.

To probe such a hypothesis, the orientation of all the water
molecules within a 5-Å radius from all O3 atoms was
calculated and averaged over the entire simulation. It is
displayed in Figure 3 as the cosine of the angle (θ) formed
by the dipole vector of the water molecule with the vector
defined by O3 with the water oxygen. The averaged water
molecule orientation profile for chitin at 0.4 M is shown
along with the profiles for chitosan chains at the same ionic
strength but at different pH values. No significant difference
was observed for the solvent orientation profile of chitin as
a function of ionic strength (data not shown for conciseness).
The peak observed for chitin around -0.7 is due to a
hydrogen atom of a water molecule that interacts with the
oxygen atom O3 of the sugar ring, leaving the HO3 available
to hydrogen bond the O5 oxygen atom of the next sugar
unit. The spatial distribution of the N-acetyl and the
hydroxylmethyl groups define a pocket, which is occupied
by a water molecule. The position of this water molecule is
stabilized by a hydrogen bond with either the hydrogen or
oxygen atom of the hydroxymethyl group of the neighboring
sugar (Figure 3). The NAc groups were not observed to take
part in this arrangement.

Accordingly for chitosan, the solvent orientation profile
around the region becomes increasingly similar to chitin’s
profile as pH increases, which leads to a decrease in

solubility. A nearly identical profile for the orientation and
distribution of the water molecules around this region is
observed for chitin and chitosan at high pH (the two most
insoluble species). The analysis of the electrostatic potential
reveals an increased availability of negatively charged sites
at the surface of chitosan with the increase of pH (Figure
4). It does not come as a surprise the fact that the molecular
surfaces of chitin and chitosan at high pH exhibit a similar
electrostatic profile (Figure 4). The visualization of this
property allows the understanding of how water molecules
are solvating the polymer. The waters in the first solvation
shell of chitosan at low pH interact with the sugars mainly
via their oxygen atoms. In contrast, a considerably large
amount of water molecules would hydrogen bond chitin via
their hydrogen atoms (as is shown in Figure 3). The
conformational variation of the chitosan chains is also in

Table 2. Number and Lifetime of Hydrogen Bonds in Chitin and Chitosan Averaged for the Entire Trajectory

HO3(n) · · ·O5(n+1) O3-HO3 · · ·OWATER HWATER · · ·O3

system timea numberb timea numberb timea numberb

Chitin
CHT 6.13 0.69 ( 0.14 2.73 0.19 ( 0.11 3.10 1.08 ( 0.16
CHT0.4 5.88 0.63 ( 0.15 3.32 0.24 ( 0.12 3.08 1.08 ( 0.16
CHT1.1 5.34 0.58 ( 0.15 3.25 0.25 ( 0.13 3.02 1.08 ( 0.17

Chitosan
CHSLOW 2.71 0.53 ( 0.14 1.69 0.27 ( 0.13 1.10 0.26 ( 0.14
CHSNEUTRAL 4.83 0.48 ( 0.12 2.23 0.29 ( 0.13 2.26 0.72 ( 0.16
CHSHIGH 5.60 0.59 ( 0.15 1.84 0.19 ( 0.12 2.66 1.25 ( 0.18

HO3(n) · · ·O5(n+1) NAc · · ·NAc NAc · · ·OHMET/OHMET · · ·NAc

nanochitin (central chain) timea numberb timea numberb timea numberb

Chitin Nanoparticle
9.77 0.86 ( 0.11 7.61 0.51 ( 0.09 4.23 0.22 ( 0.14

a Time given in ps. b Average number per sugar unit; NAc: N-acetyl group; OHMET: carbohydrate hydroxymethyl group.

Figure 4. Electrostatic potential plotted onto the molecular
surface of a) chitin and b-d) chitosan; b) chitosan at high pH;
c) chitosan at neutral pH; and d) chitosan at low pH. Positive
(blue) and negative (red) potentials correspond to the range
of -50 kBT/e to + 50 kBT/e.

2146 J. Chem. Theory Comput., Vol. 4, No. 12, 2008 Franca et al.



accordance with the hypothesis that the stability of the
intramolecular HO3(n) · · ·O5(n+1) hydrogen bond favors the
2-fold helical configuration. Time dependent conformational
analysis of the chitosan simulations show that the 2-fold helix
motif is rarely visited by the chain at low pH (soluble). This
trend is altered by pH increase, and the 2-fold helix motif
becomes the most representative configuration for the setup
at high pH (Figure 2d-f).

A number of contributing components to chitosan solubil-
ity, such as intramolecular hydrogen bonding, van der Waals
forces, and hydrophobic interactions, have been reported.58-60

However, a recent experimental study suggests that the
solubility of chitosan in aqueous solution is primarily
attributed to electrostatics forces between the polymer and
the medium.61 To shed some light on the problem, the
electrostatics and apolar contributions to the free energy of
solvation of chitin and chitosan chains were calculated via
Poisson-Boltzmann electrostatics using the APBS program50

(see Methodology). Representative structures having their
corresponding equilibrium conformation were selected from
the last 5 ns of each simulation with the same ionic strength,
so that pH was the only variable among the different chitosan
chains. The contributions to the free energy of solvation were
calculated and are presented in Table 3 as the average
contribution per residue.

The estimated solvation free energy values cannot be
compared to experimental values due to the absence of such
measurements in the literature. However, in agreement with
experimental observations on chitin and chitosan solubility,
a clear trend shows that chitosan at low pH is the most
soluble form, whereas chitin and chitosan at basic pH are
the least soluble chains. This suggests that these calculations
can be potentially used to predict relative solubility for the
different forms of chitosan. Once again, remarkable similari-
ties can be seen for the calculated solvation free energy
contributions for chitin and chitosan chains at basic pH. It
is also clear that solubility in chitin and chitosan chains is
mainly driven by electrostatic contributions. Moreover, it is
interesting to note that the electrostatic contributions to the
solvation free energy are inversely proportional to the
residence times of the intramolecular HO3(n) · · ·O5(n+1)

hydrogen bond and highly correlated with the average
orientation of water molecules around the O3 oxygen. We
have also investigated the influence of different ionic
strengths on the electrostatic contribution. The latter is
restricted to a few percentile units for salt concentrations
from 0.15 to 1.10 mM (data not shown for conciseness).

Conclusion

We have shown from a series of molecular dynamics
simulations of chitin and chitosan chains that the flexibility

of the polysaccharide chain is inversely related to the stabi-
lity of the intramolecular hydrogen bond between the atom
HO3 of one sugar unit and the O5 atom of the next
monosaccharide. As experimentally observed for crystals,
solvated chitin chains also assume mostly the 2-fold helix
motif, and its equilibrium conformation was not affected by
ionic strengths up to 1.1 M, in agreement with rheological
studies of chitin in solution that portrays it as a semirigid
polysaccharide.13 The stability of the intrachain hydrogen
bond HO3(n) · · ·O5(n+1) seems to be heavily affected by water
exchange and residency times in its neighborhood. It presents
a higher persistence in the internal chains of nanoparticles
where the presence of the solvent is excluded. Although weak
and of low occurrence, our simulation suggests that inter-
molecular hydrogen bonds between the hydroxymethyl and
N-acetyl groups are also present in solvated �-chitin nano-
particles. The charged amino group (NH3

+) at the neighbor-
ing C2 atom of chitosan at low pH values seems to increase
water exchange in the region of the O3 atom destabilizing
the HO3(n) · · ·O5(n+1) hydrogen bond. This interaction in chitin
and chitosan is responsible for locking the polymer confor-
mation into a 2-fold helical motif, reducing conformational
variability. The calculated solvation free energies indicate
that solubility in chitosan is controlled mainly by electrostatic
interactions. The high correlation of the electrostatic con-
tributions to the solvation free energies with hydrogen bond
patterns suggest that the solubility of these polymers is
inversely related to their ability to form intramolecular
HO3(n) · · ·O5(n+1) hydrogen bonds. The presented data draw
for the first time a parallel between the intrachain hydrogen
bond pattern in chitin and chitosan chains and their solubility.
These findings are expected to provide insights into the
rationale of chitin and chitosan-based nanomaterial design.
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Abstract: Activation of G protein-coupled receptors (GPCRs) obeys an allosteric mechanism
triggered by ligand binding. To understand how the signal is transduced in the cell, identification
of the milestones paving the pathway between the active and the inactive states of the receptor
is necessary. A model of the human cholecystokinin receptor-1 (CCK1R) has been proposed
recently. The complex formed by CCK1R and an agonist ligand will serve as a paradigm of an
active conformation to capture milestones in GPCR activation. To reach this goal, assuming
microreversibility, the initial step toward the inactivation of CCK1R was modeled using free energy
calculations, whereby the ligand is removed from the binding pocket. However accurate the
reproduction of the experimental affinity constant, this simulation only represents an embryonic
stage of the inactivation process. Starting from the apo receptor, an unprecedented 0.1-µs
molecular dynamics trajectory was generated, bereft of experimental biases, bringing into the
light key events in the inactivation of CCK1R, chief among which the hydration of its internal
cavity, concomitant with the spatial rearrangement of the transmembrane helical segments.
Hydration is intimately related to the isomerization of the highly conserved residue W326 of
helix VI, acting as a two-state toggle switch, and of residue M121 of helix III. In the active state,
the former residue obstructs the crevice, thereby preventing water leakage, which would
otherwise trigger the disruption of an ionic lock between helices II and III involving the signature
E/DRY motif ubiquitous to GPCRs.

Introduction

G protein-coupled receptors (GPCRs) constitute the largest
family of membrane proteins responsible for signal trans-
duction across the biological membrane, mediating the
cellular response to a host of environmental stimuli.1,2 A
variety of pathologies are rooted in the malfunction of these
proteins, which, not too surprisingly, have rapidly become
privileged targets for drug discovery.3 Activation of GPCRs
follows an allosteric mechanism actuated by ligand binding
and resulting in a conformational modification of its seven-
helix transmembrane (TM) domain.4 A complete understand-
ing of how the signal is transduced across the cell membrane

requires at its core the identification of the milestones that
pave the pathway connecting the active state of the receptor
to its inactive counterpart. A convenient framework for
apprehending the activation of GPCRs is provided by the
extended ternary complex model, which assumes that active
and inactive conformations of the receptor coexist in an
equilibrium.5 The complexity of the activation process is
further magnified by the possibility of the receptor to adopt
a variety of active conformations,6,7 to the extent that
different agonist ligands can bind distinct active forms of
the same GPCR, triggering in turn different signaling
pathways.8

The dearth of structural information readily available for
GPCRs has imparted a new momentum to the computational
investigation of these biological systems.9 Access to the
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three-dimensional structure of bovine rhodopsin,10,11 the
paradigm of family-A GPCRs, has opened new vistas for
the modeling of structurally related membrane proteins.
Within the past ten years, considerable effort has been
invested to predict the structure and the function of GPCRs,
based on an arsenal of modeling tools ranging from first
principles12 to knowledge-based approaches.13,14 Models
built following the latter route can be used profitably for the
design of novel site-directed mutagenesis experiments, which,
in turn, can serve to refine the model of the receptor and
decipher the mechanisms whereby it accomplishes its cellular
function. Combining synergistically theory and experiment,
a model of the human cholecystokinin receptor-1 (CCK1R)sa
GPCR pertaining to family A, was put forth recently15 and
probed by means of large-scale molecular dynamics (MD)
simulations and free energy calculations targeted at repro-
ducing the binding affinities from whence the model had been
constructed.16 Cholecystokinin17 (CCK) is a hormone ubiq-
uitous to the gastrointestinal system, where it mediates
digestion, while in the central nervous systems, it acts as a
neurotransmitter, which, among others, stimulates satiety.
The proposed model15 consists of a complex, henceforth
referred to as CCK1R/:CCK9, and formed by the receptor,
presumably in an active state, and the agonist ligand CCK9,
a nonapeptide analogue of the endogenous ligand. It is the
fruit of several years of a relentless exchange between theory
and experiment, confronting hypotheses and inferences to
obtain a self-consistent picture of the membrane receptor (see
refs 18-21).

The number of theoretical studies aimed at characterizing
the activation of GPCRs has remained hitherto limited,
primarily due to the paucity of experimentally validated
three-dimensional structures, and, to a somewhat lesser
extent, the formidable computational effort involved in their
simulation. A common feature shared by these investigations
is the use of experimental biases, viz. usually in the form of
harmonic restraints, to convert the inactive conformation into
an active one and Vice Versa.22-25 In the present work, a
different strategy is followed to dissect the milestones of
GPCR activation, whereby, assuming microreversibility, the
inactivation of the receptor will be modeled, bereft of external
biases, starting from the structure of the CCK1R/:CCK9
complex. Inactivation of the receptor is an intricate process,
anticipated to span time scales that are not routinely amenable
to classical, all-atom MD simulations. This process subsumes
the dissociation of the agonist ligand from the native binding
pocket, assumed here to be a rapid event, and the ensuing
internal relaxation of the receptor, which constitutes the rate-
limiting step of the overall transformation. The first step,
consisting of removing the agonist ligand CCK9 from the
binding pocket of the receptor, will be examined employing
free energy perturbation (FEP) calculations. As will be seen
in the following sections, provided that appropriate sampling
is performed, accurate reproduction of experimental binding
affinities can be achieved, even for very large, supramolecular
assemblies. The second step, during which the constitutively
active apo receptor, CCK1R/, relaxes toward the inactive
conformation, CCK1R° will be tackled in a 0.1-µs MD
simulation.

Computational investigations of GPCR activation based
on three-dimensional models remain admittedly scarce24 and
are burdened by the pervasive dogmatic assumption that, in
general, no relevant qualitative, let alone quantitative infor-
mation can be inferred from calculations that rest on an
unknown parameter: The structure. To a large extent, this
assertion explains why efforts to disentangle the intricate
activation mechanism of GPCRs22,25-27 have remained
focused on structures solved experimentally, namely the
bovine rhodopsin10,11 and the human �2-adrenergic28 recep-
tors. Does it mean that attempts to gain new insights from
numerical simulations of GPCR models are necessarily vain
as long as the structure of the membrane protein is not
solved? Whereas simulations over appreciably long time
scales evidently cannot validate a three-dimensional receptor
model, they may, nonetheless, be used fruitfully to probe
hypotheses drawn from experiments.16 In the particular
instance of CCK1R, accepting the view that refined homol-
ogy- or template-based constructs are inevitably wrong would
be tantamount to ignoring the wealth of data accrued in the
past ten years,15,18-21,29-34 and during which the structural
model of the CCK1R/:CCK9 complex has been built,
progressively improved, and thoroughly tested. On the other
hand, it is fair to recognize that the aforementioned tenet
can be fueled and, thus, reinforced by controversies relying
upon conflicting modelsse.g. the hypothesis of a reverted
agonist ligand interacting at its C-terminus end with residue
W3935 of the receptor, challenged by NMR studies of CCK
bound to a fragment of CCK1R.36

The primary thrust of this work is not an unrealistic claim
that an inactive conformation of CCK1R has been isolated,
but rather the demonstration that unrestrained, all-atom MD
can be used beneficially to delineate how the structural
features of the active receptor evolve as its conformation
slowly interconverts into an inactive one. Shedding new light
on the molecular mechanisms that underlie activation, large-
scale MD simulations complement experimental advances
by rationalizing the lower affinity of the ligand for the
receptor upon conformational transition. As will be seen in
the present contribution, central to this structural modification
is the role played by the hydration of the internal cavity
triggering a variety of events, which can evidently only be
captured in a biologically realistic environment.

Methods

Three-Dimensional Model and Molecular Assay. The
initial three-dimensional molecular assembly consisting of
the complex formed by CCK1R/ and agonist ligand CCK9,15

inserted in a fully hydrated POPC bilayer, which altogether
represents a total of 72,255 atoms, was equilibrated in a 31
ns MD simulation.16 Over that period, it was observed that
the distance rmsd computed over the TM R-helices never
exceeded ca. 2.5 Å, revealing no alteration of their secondary
structure.16 The essential of the key protein-ligand interac-
tions brought to light experimentally were preserved through-
out the trajectory (see refs 18-21).

Free Energy Calculation. The free energy change as-
sociated with the binding of CCK9 to CCK1R was estimated
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by means of a double annihilation37 of the ligand, as
described in Figure 1. Transformations in bulk water and in
the receptor were performed employing the free energy
perturbation (FEP) method,38 wherein the Gibbs free energy
difference between two thermodynamic states connected by
M-2 intermediate, nonphysical states is expressed as

∆G)-1
� ∑

i)1

M-1

ln〈exp{-�[U(x;λi+1)-U(x;λi)]}〉λi
(1)

where � ) 1/kBT, kB is the Boltzmann constant, T is the
temperature, and U(x; λi) is the potential energy function that
depends upon the Cartesian coordinates of the system {x}
and the coupling parameter, λi, which connects the initial
and the final states of the annihilation. 〈 · · · 〉λi

denotes an
ensemble average over configurations representative of
intermediate state i. Because in the course of the alchemical
transformations charged amino acids vanish, the reaction path
was stratified into 110 stages of uneven widths.37 Narrow
intermediate states were defined toward the end point of the
simulation to avoid singularities. Each transformation, whether
in the aqueous medium or in the receptor, involved 10 ps of
equilibration followed by 100 ps of data collection, corre-
sponding to a total of 12.1 ns. The associated error was
estimated from a first-order expansion of the free energy (see
the Supporting Information).

MD Simulation. All simulations were performed using
the Namd simulation package39 in the isobaric-isothermal

ensemble. The pressure and the temperature were fixed at 1
bar and 310 K, respectively, employing the Langevin piston
algorithm40 and softly damped Langevin dynamics. The
molecular assays were replicated in the three directions of
Cartesian space by means of periodic boundary conditions.
The particle-mesh Ewald method41 was employed to compute
electrostatic interactions. The r-RESPA multiple time-step
integrator42 was used with a time step of 2 and 4 fs for for
short- and long-range forces, respectively. Covalent bonds
involving a hydrogen atom were constrained to their equi-
librium length. The CCK1R/:CCK9 complex and its envi-
ronment were described by the all-atom Charmm27 force
field.43,44 The main MD simulation, wherein the initial
conformation of the apo receptor corresponds to the end point
of the FEP calculation during which the agonist ligand was
annihilated in the CCK1R/:CCK9 complex, was conducted
over a period of 0.1 µs. In addition, a shorter, 50-ns control
simulation was performed, starting with the equilibrated
structure of the complex,16 from whence the nonapeptide,
CCK9, was removed abruptly. Running on an array of twelve
2.40-GHz Intel Xeon processors communicating via a gigabit
network, the wall clock time was equal to 37.6 h per
nanosecond.

Results and Discussion

Binding of the Agonist Ligand to the Receptor. Direct
measurement of the free energy difference associated with
the inactivation of the receptor goes far beyond the current
scope of classical, all-atom MD simulations. Under the
assumption that the conformation of the membrane protein
is preserved upon dissociation of the ligandsi.e. the structural
features of the constitutively active apo receptor, CCK1R/,
and the ligand-bound receptor, CCK1R/:CCK9, remain
unperturbedsthis early event in the inactivation process can
be tackled using free energy methods. Microreversibility
further suggests that the binding free energy of the agonist
ligand to the receptor can be estimated by simulating the
dissociative process, whereby CCK9 is annihilated in the
CCK1R/:CCK9 complex depicted in Figure 1 and in a bulk
aqueous environment, following the thermodynamic cycle37

in the same figure.
This so-called alchemical transformation is considerably

more challenging than the simple in silico point mutations
of selected amino-acid residues reported in ref 16, due to
the larger perturbation involved.37 Convergence of the
ensemble average featured in eq 1 imposes that all accessible
configurations of the solventswhether the membrane protein
or the aqueous mediumsaround the vanishing ligand be
sampled thoroughly. As can be seen in Figure 2, appropriate
overlap of the thermodynamic ensembles embodied in their
density of states indicates that this requirement is likely to
be fulfilled45 (see the Supporting Information). Noteworthily,
the binding free energy, ∆Gbind, consists of a difference of
two large terms, the magnitude of which is dictated primarily
by the ionic solvation of the participating charged residues.
Based on two 12.1-ns FEP calculations, viz. in CCK1R/ and
in water, and employing the acceptance ratio method of
Bennett that combines forward and reverse transformations,46,45

∆Gbind is found to be equal to -11.5 ( 1.2 kcal/mol. This

Figure 1. A. CCK1R/:CCK9 assembly in a fully hydrated
POPC bilayer after 31 ns.16 TM R-helices are shown as purple
ribbons. The agonist ligand CCK9 is depicted as a space-
filling molecular model. A semitransparent representation is
used for water and lipid units, the phosphate and choline
groups of which are featured as orange and green van der
Waals spheres, respectively. The image rendering was done
with Vmd.65 B. Thermodynamic cycle used for the double
annihilation of agonist ligand CCK9 in the free, hydrated state
(left leg) and in the receptor (right leg). The binding free
energy, ∆Gbind, which is determined experimentally, corre-
sponds to the difference ∆Gmut

2 -∆Gmut
1 .
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estimate compares reasonably well with the experimental
value of -12.6 ( 1.4 kcal/mol, which relies upon repeated
radio-activity measurements16,19 of transfected cells express-
ing the receptor after exposure to the radio-iodinated agonist
ligand.47

The binding free energy of -11.5 ( 1.2 kcal/mol can be
interpreted as a sum of contributions of different natures.
Association of CCK9 to CCK1R proceeds through strong
electrostatic interactions involving (i) down in the crevice,
aspartate D8 of the agonist ligand and residue R336 of the
receptor,19 and (ii) above, in the upper region of the binding
pocket, sulfated tyrosine sY3 of CCK9 and amino acids
M195 and R197 of CCK1R. As was shown earlier, point
mutations of residues D8 and sY3 into alanine yield a loss
in the binding free energy equal to 3.2 ( 0.3 and 2.7 ( 0.1
kcal/mol, respectively16,19si.e. roughly speaking, one-half
of the total binding free energy. The affinity of CCK9 toward
CCK1R can be further explained in terms of robust van der
Waals contacts21 formed between residues M7 and F9 of
the agonist ligand and a network of hydrophobic residues
of the receptor, which includes L53, V125, I329, and I352.
Additional interactions of lesser strength involve the N-
terminus of nonapeptide CCK9 and residues W39 and Q40
of CCK1R48 and appear to be complemented by ancillary,
water-mediated interactions that embrace amino acids T4,
G5, W6, and F9 of the agonist ligand and residues F107,
T117, T118, and A341 of the receptor.16

The present free energy calculation raises, however, several
key issues, chief among which is the level of confidence that
can be assigned to the estimate of the binding affinity. From
a dogmatic point of view, such a computation represents a
numerically challenging endeavor, based on a seemingly
fragile construct, and, hence likely to yield a series of
numbers that have unaccountable reliability and validity.
Even for smaller ligands binding a structure determined
experimentally,49,50 accurate predictions of free energy

differences by means of FEP calculations, which are notori-
ously plagued by convergence issues,37 has proven to remain
a difficult undertaking. Yet, although the present simulations
rely upon a model of the receptor that cannot be indisputably
validated until the three-dimensional structure of the latter
is solved, it ought to be reminded that a host of experimental
data15,18-21,29-34 lends support to the putative placement of
the ligand in the binding pocket. Moreover, precise repro-
duction of relative binding affinities for the CCK1R/:CCK9
complex16 not only strengthens this contention but also
suggests that the proposed methodology and sampling
strategy are sufficiently robust to measure the free energy
characterizing the association of the agonist ligand to the
receptor with appreciable confidence.

Structural Features of the apo Receptor over the
0.1-µs Time Scale. It is interesting to observe that as the
agonist ligand vanishes in the binding pocket, water mol-
ecules from the bulk environment rapidly seep in the
receptor. Figure 3 reveals that after 0.1 µs of MD sampling,
the apo structure is essentially flooded, which, as will be
seen shortly, necessarily bears some implications on the
conformational equilibrium of the membrane protein. The
density profiles characterizing the location of the different
components of the molecular assembly are shown in Figure
3. The nonzero probability to find water molecules across
the protein is suggestive of a possible communication
between the periplasmic and the cytoplasmic sides of the
model membrane.

The density profiles also shed light on the organization of
the receptor in its membrane environment. The width of the
density characterizing the transmembrane (TM) domain of
CCK1R roughly coincides with that of the acyl chains of
the lipid bilayer. The marked mobility of the extracellular
loops is mirrored in the broad distribution of their position
along the normal to water-membrane interface.16 This is
especially true for the cytoplasmic loops, which, in the
absence of the G protein subunits, drift without much
hindrance. The distance root mean-square deviation (rmsd)
of the receptor highlighted in Figure 3 increases by ap-
proximately 1 Å within the first 50 ns of the simulation and
stays roughly constant at ca. 2 Å over the remaining 50 ns.
The same figure indicates that the secondary structure of the
receptor remains unaltered on the 0.1-µs time scale, thereby
suggesting that the moderate deviation monitored with
respect to the initial conformation, viz. CCK1R/, should be
ascribed preferentially to internal motions within the TM
scaffold.

Spatial Rearrangement of the Receptor toward Its
Inactive Conformation. A distance rmsd represents a global,
average measure of the deformations undergone by the
membrane protein. It, therefore, does not indicate where the
structural changes are localized. As underlined previously,
the time scale spanned by classical, all-atom MD is a priori
too short to capture the complete inactivation process. On
the other hand, the only known structure of an activated
GPCR, the bovine rhodopsin, reveals that the modifications
with respect to its dark, inactivated form10 are much smaller
than hitherto expected.11 Intricate local movements within
the TM R-helix bundle can be disentangled in terms of

Figure 2. Evolution of the Gibbs free energy as a function of
the general extent parameter, λ, utilized to annihilate CCK9.
Upper inset: Overlapping configurational ensembles embodied
in the density of states, ρ[∆U(x)], of contiguous intermediate
states (here, at λ ) 0.5)swhere ∆U(x) denotes the variation
of the potential energy between state a and state b, which is
a function of Cartesian coordinates {x} (see the Supporting
Information). Lower inset: Closeup on the ultimate intermedi-
ate states of the transformation. ∆Gbind corresponds to the
difference between the dark curve (bound state) and the light
curve (free state).
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translational and rotational motions of the individual R-helical
segments. A quantification of these movements is provided
in Figure 4, distinguishing between interhelical separations,
∆r, and rotation, Ω, of individual TM R-helices about their
longitudinal axis as a function of time.

Using the CCK1R/:CCK9 complex as a reference, the
geometrical analysis of the 0.1-µs trajectory illuminates a
sequence of events in the reorganization of the receptor
deprived of its agonist ligand. The most striking feature of
the latter is the lateral translation of TM III, TM IV, TM V,
and TM VI, while TM I, TM II, and TM VII remain virtually
fixed in Cartesian space. In a seemingly concerted fashion,
within the first 30 ns of the simulation, the interhelical
separation of TM IV and TM V and of TM IV and TM VI
increases, while TM V and TM VI move closer to each other.
During the same period, TM II and TM III are initially pulled
apart, prior to returning to their original separation, and
eventually diminishing the latter. The distance between the
centers of mass of TM I and TM VII is virtually unchanged
over the entire simulation, in line with the site-directed spin
labeling experiments on bovine rhodopsin.51 Past the first
50 ns of the MD trajectory, only marginal fluctuations of
∆r are measured. It is noteworthy that on the 0.1-µs time
scale, variations of the different interhelical separations
remain moderate, but in the most glaring examples of the
TM II and TM V and the TM IV and TM VI pairs of
R-helices depicted in Figure 4, they can be as large as ca. 2
Å. The continuous translation of TM III toward TM VI by
ca. 1.5 Å is of somewhat lesser amplitude yet reflects
previous measurements on the dark state of rhodopsin.52

There is evidently a structural rationale for these broader
displacements, as will be seen in the following sections.

Rotation of the R-helical segments is in general confined
within a (25° range. In reference with the CCK1R/:CCK9
complex, it is apparent that preliminary rotation of the
individual TM R-helices occurred in the course of the
alchemical transformation, whereby the agonist ligand was
annihilated in the binding pocket. In the second half of the
simulation, TM II rotates clockwise, albeit intermittently,
congruent with the approach of TM III and TM V. No
perceptible rotation is monitored for TM III, in line with
previous observations for another cholecystokinin receptor,
CCK2R, in light of biased MD simulations.24 In contrast,
TM IV rotates rapidly, yet in a transient fashion, within the
first 40 ns, before returning to its original state. Rotation of
TM IV upon activation has been previously described, for
instance, in the case of the �2 adrenergic receptor.53,54

Reminiscent of bovine rhodopsin,55 variations of Ω is
significant for TM VI, undergoing an anticlockwise writhing
motion as it moves closer to TM V and away from TM IV.
A symmetrical behavior has been witnessed in the activation
process of CCK2R.24

Hydration of the Binding Pocket Is an Early Event
in the Inactivation of the Receptor. Figure 3 sheds light
on the internal hydration of the receptor, conducive to a
possible communication between the aqueous phases on the
cytoplasmic and the periplasmic sides of the lipid bilayer.
How can this communication be established? Initial simula-
tions of the CCK1R/:CCK9 complex confirmed that the
conduit formed by the binding pocket is too narrow to allow
water molecules to crawl through when the agonist ligand
is locked in.16 They also revealed higher in the binding
pocket the existence of a cluster of water molecules with
residence times spanning the nanosecond time scale and
communicating with the extracellular environment. It be-

Figure 3. A. apo CCK1R in a fully hydrated POPC bilayer after 100 ns. Color coding is identical to that of Figure 1.
Hydration water molecules flooding into the receptor are highlighted as van der Waals spheres (oxygen atoms in red and
hydrogen atoms in white). B. Number density profiles of the apo CCK1R assembly averaged over the entire trajectory. C.
Time-evolution of the distance rmsd over backbone atoms of apo CCK1R with respect to the initial structure at t ) 0 (dark
curve) and the CCK1R/:CCK9 complex (light curve). D. Time-evolution of the secondary structure of apo CCK1R. R-, 310-,
and π-helices are shown in purple, pink, and red, respectively. Coils and turns are depicted as white and cyan tubes.
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comes obvious that in the absence of CCK9 blocking the
access to the crevice, these water molecules can diffuse freely
and accumulate at the bottom of the pocket.

As depicted in Figure 5, a well-conserved tryptophan
residue, W326, is located underneath the binding pocket of
CCK1R. Its position, within the simulation time, obeys a
two-state regime driven by torsional angle �2, which is either
equal to ca. 0° in the constitutively active receptor or to ca.
90° otherwise. Remarkably enough, an abrupt, first-order
transition of this dihedral angle is observed around 27 ns,
coinciding with the maximum separation of both the TM III
and TM IV and the TM IV and TM VI R-helix pairs.
Reorientation of the indole ring is accompanied by a
concerted rearrangement of TM V and TM VI, leading to
double π-π stacking, W326 being intercalated between F187
and F330. On the basis of a model of phenylalanine, a π-π
interaction consisting of two optimally stacked aromatic rings
has been shown to amount to ca. -3.4 kcal/mol.56 This π-π
interaction is expected to be reinforced in the case of
tryptophan, as a result of an increased dispersion contribution.
In addition, cooperative, Axilrod-Teller-like effects are
envisioned to tighten even further the interaction of the two
R-helical segments, thereby contributing to the overall
stability of the TM scaffold.

This toggle-switch57 isomerization in the side chain of
W326 corresponds to virtually the maximum hydration of
the receptor, whereby an excess of 300 water molecules
occupy the interior of the R-helix bundle. As a basis of

comparison, using the same criteria, the number of water
molecules in the CCK1R/:CCK9 complex was found to be
ca. three times less (see Figure 5). That the internal hydration
of GPCRs is modified substantially in the course of their
activation appears to be a ubiquitarian property, as was
recently underlined by Grossfield et al. in the light of
extended simulations of bovine rhodopsin58salbeit in the
latter, the marked flow of water molecules follows the
isomerization of the Schiff base, which is distinct in essence
from the actual removal of a noncovalently bound ligand
from its designated binding pocket. The present result
suggests that flooding of the receptor occurred in the course
of the free energy calculation, concomitantly as the agonist
ligand vanishes. It is also reflected in the initial translational
and rotational motions of the TM R-helices. It is probable
that reorientation of the conserved tryptophan side chain of
TM VI is a signature mechanism ubiquitous to the activation
or inactivation of GPCRs, as has been observed previously
in the case of bovine rhodopsin, both at the experimental59,60

and the theoretical level.23 Yet, it is worth noting that in
metarhodopsin II, isomerization of W26561,27 occurs through
its �1 torsional angle, and not �2, as described here for
CCK1R.

The Role of the E/DRY and NPxxY Motifs in the
Activation of CCK1R. In light of site-directed mutagenesis
experiments, it has been suggested that one of the important
events in the activation of class A GPCRs is the protonation

Figure 4. A. Time-evolution of the distance separating the center of mass of the R-helices forming the TM domain of apo
CCKR1. Comparison with the corresponding separations in the CCK1R/:CCK9 complex (dashed line). B. Rotation of the
TM helices of apo CCKR1 as a function of time. C. Top and side views of the TM region of apo CCK1R at t ) 0 (purple).
Comparison with the CCK1R/:CCK9 complex (pale blue). D. Top and side views of the TM region of apo CCK1R at t ) 100
ns (purple).
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of the aspartic acid pertaining to the highly conserved E/DRY
motif located at the bottom of TM III, on the cytoplasmic
side of the membrane.62 Computational studies have lent
support to this conjecture, proposing, for instance, that during
activation of the gonadotropin-releasing hormone receptor,
an aspartate residue of TM III is protonated and subsequently
replaced by another one in TM II to form a salt bridge with
an arginine residue of TM III.63 Experiment has also
demonstrated that D83 of rhodopsin is hydrogen bonded
upon activation, suggestive of a potential interaction with a
neighboring residue in the active state of the protein.64

In the CCK1R/:CCK9 complex, E138 and R139 of TM
III point in the same direction, albeit interact only mildly
on account of their promiscuity. On the other hand, R139
forms a steady salt bridge with D87 of TM II, following a
canonical C2V symmetry pattern,15 as highlighted in Figure
6. In the apo receptor, this ionic lock is preserved for
approximately 15 ns, seemingly unaffected by the early
separation of TM II and TM III. Its strength, however,
subsides as the internal cavity of apo CCK1R reaches its
maximum hydration, within roughly speaking 40 ns. In the
meantime, the salt bridge breaks and reforms intermittently,
until the two residues are sufficiently screened by the aqueous
environment to no longer interact.

Another region of paramount importance for the activation
of GPCRs is the NPxxY motif of TM VII. In the particular
instance of CCK1R, mutation of N366 has been shown to
abolish activation.15 Over the 0.1-µs time scale, the present
simulation reveals only marginal fluctuations about the
original position of N366. Moreover, the hydrogen bond
formed between N366 and R310 of the third intracellular

loop is fully preserved. The same, however, cannot be said
for residue M121 of TM III, which has been recognized to
be involved indirectly in the activation of CCK1R through
its hydrophobic environment.29 Pointing toward the periplasm
in the CCK1R/:CCK9 complex, M121 undergoes a confor-
mational transition around 27 ns from ca. -50 to - 180°.
Interestingly enough, this transition occurs concomitantly
with the flip of W326 and the approach of TM II and TM
III or TM V highlighted in Figures 5 and 4, respectively.

Relevance of the Molecular Dynamics Trajectories. At
this stage of the study, is it legitimate to claim that after 0.1
µs, CCK1R has fully relaxed toward its inactive state?
Although the receptor has undergone structural modifications,
conversion from CCK1R/ to CCK1R° is anticipated to span
a commensurably longer time scale, not amenable to clas-
sical, all-atom MD simulations. While ascertaining without
ambiguity that conformations of the inactive receptor have
been sampled goes evidently beyond the scope of the present
work, it is, nonetheless, possible to determine how the
occupation of the conformational space has evolved over 0.1
µs. In addition to inferring displacements along anharmonic
modes, essential dynamics (ED) will be employed to measure
the overlap of the essential subspaces formed by the TM
domain of CCK1R, explored at the beginning and at the end
of the simulation, viz. in its first and last 20-ns leg (see the
Supporting Information). Noteworthily, this principal com-
ponent analysis reveals that modes corresponding to collec-
tive motions of large amplitude are suggestive of a functional
movement, rather than a random diffusion. Of particular
interest, projection onto the first essential mode of the 0.1-

Figure 5. A. Cavity accommodating agonist ligand CCK9 in CCK1R*:CCK9 complex. The toggle switch W326 residue of TM
helix VI is down. B. After 100 ns, the cavity in apo CCK1R is filled with water. W326 is up. C. Time-evolution of the �2 torsional
angle of W326 in apo CCK1R. D. Instantaneous number of water molecules in the cavity of apo CCK1R. Inset: mass-weighted
density of water in apo CCK1R measured over a period of 20 ns and highlighting a possible conduction between the cytoplasmic
and the periplasmic face of the membrane (left). Number of water molecules in the cavity of CCK1R*:CCK9 (right). The density
was computed with the VolMap module of Vmd.65
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µs trajectory suggests a possible tilting motion at the top of
TM VIsi.e. seen from the extracellular side, consistent with
previous observations in CCK2R24 and seemingly concomi-
tant with the displacement of TM III. This rationalizes the
marked differences monitored in the interhelical separations
when the latter are measured as distances between centers
of mass or between selected residues.25 More importantly,
the overlap of the chosen essential subspacessequal to 0.47,
indicates that although these subspaces share analogous
features, CCK1R can occupy markedly distinct regions of
the conformational space over a 0.1-µs period.

Of equal concern is the choice of an initial conformation
of CCK1R/ to investigate by means of numerical simulations
how the membrane protein evolves toward an inactive form.
In other words, is the relaxation of the receptor in the course
of an unphysical alchemical transformation relevant for the
present study? To address this question, a second molecular
assay was considered, wherein the agonist ligand, CCK9,
bound to the hypothesized active receptor was removed
abruptly from the latter. The additional, control, 50-ns MD
trajectory highlights noteworthy differences in how the
structural properties of CCK1R change as a function of time,
compared to the reference, 0.1-µs simulation. Extraction of
nonapeptide CCK9 from the binding pocket of CCK1R/

results in the rapid reorganization of receptor, as suggested
by the variations of the different interhelical separations, ∆r
(see the Supporting Information). In a number of instances,
displacement of the TM segments appear to be at variance
with the conclusions drawn from the 0.1-µs trajectoryse.g.
whereas in the reference simulation, TM IV shifts away from
TM VI, these two segments move toward each other in the
shorter, control run. Similarly, rotation of the R-helices are
somewhat different in the reference and in the control

trajectories, barring TM IV, which in both cases, rapidly
undergoes a temporary writhing motion. Abrupt removal of
the agonist ligand perturbs significantly the structure of the
crevice and is, thus, anticipated to drive the entire molecular
assembly out of equilibrium. In sharp contrast with the long
0.1-µs simulation, hydration of the membrane protein is only
partial (see the Supporting Information), viz. about 30%
higher than in the CCK1R/:CCK9 complex. Yet, as has been
seen previously, flooding of the internal cavity of CCK1R/

constitutes an early event in its inactivation. Among the
milestones paving the road toward CCK1R°, concerted
reorganization of the TM scaffold triggers the signature
toggle-switch isomerization of the side chain of W326 (see
Figure 5), an event that is not observed in the 50-ns control
simulation. From the present set of results, it may be
legitimately contended that smooth removal of the agonist
ligand ought to be preferred for investigating the inactivation
of the receptor, allowing the latter to relax and adapt as
annihilation of CCK9 proceeds in the binding pocket. That
the key events recorded within ca. 27 ns of the reference
trajectory remain undetected in the shorter, 50-ns control
simulation does not necessarily imply that they will never
be captured, but rather that this simulation is too short to
allow a substantial perturbationsi.e. the extraction of the
ligand, to be absorbed entirely by the molecular assembly.

Conclusions

On the long and winding road toward GPCR inactivation,
FEP calculations have been carried out as a preliminary step,
during which agonist ligand CCK9 was removed progres-
sively from the binding pocket of CCK1R/, the human
cholecystokinin receptor-1 in its putative activated conforma-

Figure 6. A. Salt bridge formed between residues D87 of TM helix II and R139 of TM helix III in the CCK1R*:CCK9 complex.
B. Structural rearrangement in apo CCK1R and hydration of its internal cavity cause the rupture of the D87 · · ·R139 salt bridge.
C. Time-evolution of the distance separating residues D87 and R139 in apo CCK1R. D. Time-evolution of the �1 torsional angle
of M121 in apo CCK1R. The dashed light line depicts the value of �1 in the native CCK1R*:CCK9 complex.
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tion. Whereas the noteworthy accuracy of these unprec-
edented calculations does not validate per se the model of
the receptor, the present results are, nonetheless, suggestive
of an appropriate positioning of the ligand in the TM R-helix
bundle, which further reinforces previous computations of
relative binding affinities.16 By shedding light onto the
amino-acid residues participating in the membrane protein-
ligand association, they also congrue with the wealth of
experimental data accrued hitherto for CCK1R15,18-21,29-34

thus challenging the pervading dogma that essentially no
information of practical interest can be drawn from numerical
simulations relying upon three-dimensional models of GPCRs.
The additional MD simulation performed over the 0.1-µs
time scale unveils early events of the inactivation process,
sampling conformations of the receptor distinct from those
adopted by the initial, native CCK1R/:CCK9 complex. The
interplay of hydration and structural rearrangement of the
TM scaffold is underscored by signature events, like the
toggle-switch action of the well-conserved tryptophan residue
of TM VI, the isomerization of the methionine residue of
TM III, or the rupture of the salt bridge connecting TM II
and TM III and involving the E/DRY motif ubiquitous to
GPCRs. The latter are not random events but, on the contrary,
constitute milestones toward the inactive conformation of
the receptor, which are envisioned to be triggered by the
flow of water molecules upon removal of the agonist ligand
from the binding pocket. The subtle topological changes
embodied in the fluctuations of the interhelical separations
or the rotation of the TM segments appear to be sufficient
to perturb durably the internal organization of the receptor.
Intermediate conformations populating the path that leads
to the inactive receptor, CCK1R°, constitute alternative
targets of potential interest for rational drug design, which
should help explain differences in binding affinities. As
sizable as the assembly formed by apo CCK1R/ and its
membrane environment may be from the perspective of
numerical simulations, it is still an incomplete model, from
which the heterotrimeric G protein is clearly absent. Whether
or not the latter component can be legitimately ignored in
the simulation of GPCR activation remains an intriguing
question likely to guide future modeling studies. The present
contribution, nevertheless, provides valuable information on
the important events that lead to activation, emphasizing the
key role played by the environment and the necessity to
explore these phenomena over sufficiently long time scales.
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Abstract: We present a new strategy for protein side-chain placement that uses flat-bottom
potentials for rotamer scoring. The extent of the flat bottom depends on the coarseness of the
rotamer library and is optimized for libraries ranging from diversities of 0.2 Å to 5.0 Å. The
parameters reported here were optimized for forcefields using Lennard-Jones 12-6 van der
Waals potential with DREIDING parameters but are expected to be similar for AMBER,
CHARMM, and other forcefields. This Side-Chain Rotamer Excitation Analysis Method is
implemented in the SCREAM software package. Similar scoring function strategies should be
useful for ligand docking, virtual ligand screening, and protein folding applications.

1. Introduction

In developing general predictive approaches for structures
of membrane proteins1-3 (Membstruk), we found that current
available side-chain placement methods, e.g. SCWRL, did
not provide sufficiently accurate results to determine the
helix-helix relative orientations within the membrane. Con-
sequently, we developed the SCREAM approach reported
here, which we have found to lead to dramatically improved
protein structures. In this paper, we validate SCREAM
against standard libraries of crystal structures. In a subsequent
paper, we will report the accuracy of SCREAM in predicting
stable membrane structures (where unfortunately there are
very few accurate X-ray structures).

Side-chain placement methods play a major role in recent
applications in the field of computational molecular biology:
from protein design,4-6 flexible ligand docking,7 and loop-
building8 to prediction of protein structures.9 Much attention
has been paid to this important problem, which is difficult
because it is in a category of problems known as NP-hard,10

for which no efficient algorithm is known to exist. Since
the groundbreaking work by Ponder and Richards,11 many
approaches have been developed, including mean-field
approximation,12,13 Monte Carlo algorithms,14,15 and Dead-
End Elimination (DEE).16-19 In practice, however, studies
have also concluded that the combinatorial issue may not
be as severe as originally thought.20,21 Compared to the

placement methods and rotamer libraries, scoring functions
have not been studied as extensively.22-24 The focus of this
paper is on the scoring function.

The scoring function is based on the all-atom forcefield
DREIDING25 which includes an explicit hydrogen bond
term. The use of a rotamer library is widely used in side-
chain prediction methods, and many authors have introduced
quality rotamer libraries21,26,27 since the Ponder library. To
account for the discreteness of rotamer libraries, several
approaches have been introduced, such as reducing van der
Waals radii,28,29 capping of repulsion energy,30 rotamer
minimization,14,31 and the use of subrotamer ensembles for
each dominant rotamer.32 We introduce a flat-bottom region
for the van der Waals (VDW) 12-6 potential and the
DREIDING hydrogen bond term (12-10 with a cosine angle
term). The width of the flat bottom depends on the specific
atom of each side chain as well as the coarseness of the
underlying rotamer library used.

We show in this study that accuracy can be improved
substantially by introducing the flat-bottom potential and in
a systematic way. In addition to showing that placement
accuracy is dependent upon the number of rotamers used in
a library, we find that it is possible for suitably chosen energy
functions to compensate the use of coarser rotamer libraries.
We demonstrate a high overall accuracy in side-chain
placement and make a comparison to the popular side-chain
placement program SCWRL.33* Corresponding author e-mail: wag@wag.caltech.edu.
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2. Materials and Methods

2.1. Preparation of Rotamer Libraries. Rotamer librar-
ies of various diversities are derived from the complete
coordinate rotamer library of Xiang.21 We added hydrogens
to the rotamers and considered both δ and ε versions in the
case for histidines. CHARMM charges are used throughout.34

Since the Xiang library was based on crystal structure data,
we minimized each of the conformations so that the internal
energies will be consistent with subsequent energy evalua-
tions of the proteins. To do this we placed each side chain
on a template backbone (Ala-X-Ala in the extended confor-
mation) and did 10 steps conjugate gradient minimization
using the DREIDING forcefield.

We generated rotamer libraries of varying coarseness by
a clustering procedure, using the heavy atom rmsd between
minimized rotamers as the metric. Starting with the closest
rotamers, we eliminated those within the specific threshold
rmsd value choosing always the rotamer with the lowest
minimized DREIDING energy. This threshold rmsd value
is defined as the diVersity of the resulting library. To ensure
that rotamers can make proper hydrogen bonds, each side-
chain conformation for serine, threonine, and tyrosine was
repeated with each possible polar hydrogen position. Thus,
for serine and threonine, the three sp3 position hydrogens
were added to the hydroxyl oxygen, while for tyrosine, we
add the out-of-place OH bonds 90 degrees from the phenyl
ring in addition to two sp2 positions in the plane. The final
number of rotamers for libraries of different diversities is
shown in Table 1.

In addition, we constructed the “all-torsion” rotamer
library in which one rotamer for each major torsional angle
(120 degrees for sp3 anchor atoms, 180 degrees for sp2 anchor
atoms) was included. The angles were obtained from the
backbone independent rotamer library from Dunbrack35 and
built using the some procedure as described above.

All our rotamer libraries are backbone independent.
2.2. Preparation of Structures for Validation of

SCREAM. We considered three sets of protein for validating
and training SCREAM.

• Xiang: Xiang21 considered 33 proteins for testing their
method for developing libraries of side-chain conformations:
1aac, 1aho, 1b9o, 1c5e, 1c9o, 1cbn, 1cc7, 1cex, 1cku, 1ctj,
1cz9, 1czp, 1d4t, 1eca, 1igd, 1ixh, 1mfm, 1plc, 1qj4, 1ql0,
1qlw, 1qnj, 1qq4, 1qtn, 1qtw, 1qu9, 1rcf, 1vfy, 2pth, 3lzt,
5p21, 5pti, and 7rsa. We have tested SCREAM for exactly
these cases.

• Liang: Liang22,36 considered 15 proteins for testing their
method for scoring functions for choosing side-chain con-
formations. Of these, the 10 were not in the Xiang set are
denoted as the Liang set: 1bpi, 1isu, 1ptx, 1xnb, 256b, 2erl,
2hbg, 2ihl, 5rxn, and 9rnt. The proteins that overlap with
the Xiang set are not included.

• Other: In addition we included 10 proteins with resolution
not worse than 1.8 Å from the SCWRL data set: 1a8d, 1bfd,

1bgf, 1c3d, 1ctf, 1ctj, 1moq, 1rzl, 1svy, and 1yge. Here we
ignored structures with ligands or missing residues or which
had a sequence identity of more than 50% with the Xiang
or Liang sets. As will be described in later sections, this set
is used only for deriving the σ-values and side-chain
placement parameters.

For each of these 53 proteins, the raw atom coordinates
were downloaded from the PDB database. Hydrogens were
added using WHATIF37 and ligands were typed using
PRODRUG.38 Manual typing of ligands were carried out in
cases where they cannot be typed by PRODRUG (∼10
cases). Waters, solvents, and metals were kept when present.

These structures were then minimized (100 conjugate
gradient steps) using the DREIDING forcefield. In all cases,
the minimized structures differed by less than 0.3 Å total
rmsd compared to the original crystal structures. All metals,
prolines, cysteines in disulfide bonds, and side chains in
coordination with metals were kept fixed throughout side-
chain placement calculations.

2.3. Surface Area Calculations. Which residues were
considered as buried or exposed was determined from the
Solvent Accessible Surface Area (SASA), using a probe of
radius 1.4 Å. The reference for fully exposed surface area
for each side-chain type is a fully extended tripeptide in the
form of Ala-X-Ala. A side chain with >20% SASA
compared with the reference SASA was considered exposed.
This percentage is smaller than the typical 50% level in the
literaturesaround 25% for the Xiang set and 39% for the
Liang set because we include solvent molecules as part of
the structure.

2.4. Positioning of Side Chains. Placement of the rota-
mers on the backbone is decided by the coordinates of the
C, CR, N backbone atoms plus the C� atom. To specify the
position of the C� atom we use the coordinates with respect
to C, CR, N based on the statistics gathered from the
HBPLUS protein set (see above). This involves three
parameters:

1. The angle of the CR-C� bond from the bisector of the
C-CR-N angle: 1.81° (from the HBPLUS protein set)

2. The angle of the CR-C� bond with the C-CR-N plane:
51.1° (from the HBPLUS protein set); and

3. The CR-C� bond length: 1.55 Å (average value from
the other protein set).

Thus the C� atom will generally have a different position
from the crystal C� position. As in common practice in the
literature, we did not include this C� deviation in the rmsd
calculations.

2.5. Combinatorial Placement Algorithm. The SCREAM
combinatorial placement algorithm consists of three stages:
self-energy calculation for rotamers, clash elimination, and
further optimization of side chains.

2.5.1. Stage 1: Rotamer Self-Energy Calculation. The all
atom forcefield DREIDING25 was used to calculate the
interactions between atoms, with a modification to be

Table 1

diversity starting 0.2 Å 0.6 Å 1.0 Å 1.4 Å 1.8 Å 2.2 Å 3.0 Å 5.0 Å All-Torsion

rotamer count 35828 14755 3195 1014 378 214 136 84 44 382
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described in the scoring function section. The internal energy
contributions Einternal (bond, angle, and torsion terms and
nonbonds that involve only the side-chain atoms) were
precalculated and stored in the rotamer library. For each
residue to be replaced, the interaction energy (Esc-fixed) was
calculated for each rotamer interacting with just the protein
backbone and fixed residues (all fixed atoms). The sum of
these two terms is the empty lattice energy (EEL) of a rotamer
in the absence of all other side chains to be replaced

EEL )Einternal +Esc-fixed

We use the term ground-state to refer to the rotamer with
the lowest EEL energy. All other rotamer states are termed
excited states. Excited states with an energy 50 kcal/mol
above the ground-state were discarded from the rotamer list
for the remaining calculations.

2.5.2. Stage 2: Clash Elimination. Eisenmenger et al.20

showed that the side-chain-backbone interaction accounts for
the geometries of 74% of all core side chains and 53% of
all side chains. Thus, the ground-state of each side chain
was taken as the starting structure. Of course, this structure
might have severe VDW clashes between side chains since
no interaction between side chains has been included.
Elimination of these clashes was done as follows. A list of
clashes of all ground-state pairs, above a default threshold
of 25 kcal/mol, was sorted by their clashing energies. The
pair (A, B) with the worst clash was then subjected to rotamer
optimization by considering all pairs of rotamers and
selecting the lowest energy to form a super-rotamer with a
new energy

Etot(A, B))Eself(A)+Eself(B)+EInt.(A, B) ≡ Eself(AB)

where EInt indicates the interaction energy between rotamer
A and rotamer B, which was the only energy calculation
done at this step since the EEL terms were calculated in Stage
1. The ground-state for this super rotamer now replaced the
rotamer pair in the original structure. Since large side chains
such as ARG and LYS may have as many as Y rotamers for
the 1.0 Å library, we limited the number of pairs to be
calculated explicitly to 1000, which we selected based upon
the sum of the empty lattice energies. Of these interaction
pairs we kept the ones with interaction energies below Z.

After resolving a clash, we considered the lowest X
rotamer pairs from the above calculation as a super residue.
Thus, subsequent clash resolution, say between residue C
and residue A, will consider interactions of all side chains
of C with the X (A,B) rotamer pairs. Now the spectrum of
interaction energies treats (A,B) as a super rotamer so that
the (C, (A,B)) energy spectrum is treated the same as for a
simple rotamer pair with the spectrum:

Etot(A, B, C))Eself(A)+Eself(B)+Eself(C)+EInt(A, B)+
EInt(A, C)+EInt(B, C)

) Eself(AB)+Eself(C)+EInt(A, C)+EInt(B, C)

≡ Eself(AB)+Eself(C)+EInt(AB, C)

This process continued by generating a new list of clashing
residue pairs including the new (A,B,C), resolving the next
worst clash as above. The procedure was repeated until no

further clashes were identified between two rotamers or
superrotamers.

2.5.3. Stage 3: Final Doublet Optimization. It is possible
for some clashes to remain after Stage 2, since the number
of rotamers pair evaluations is capped (at 1000) and also
the numbers of rotamers in a super-rotamer (20). To solve
this problem, the structure from the end of stage 2 was further
optimized. Side-chain pairs (termed doublets) were now
ordered in decreasing energies in the presence of all other
side chains, and one iteration round of local optimization
on those residue pairs was performed in that order. Any
residue that had already been examined in this stage as part
of a doublet was eliminated from further doublet examina-
tion. Always, the doublet with the lowest overall energy was
kept.

2.5.4. Stage 4: Final Singlet Optimizations. The structure
would undergo one final round of optimization, where all
residues were examined one at a time, again in order of
decreasing energies for the rotamer currently placed in the
structure. Again, the rotamer with the best overall energy
was retained for the final structure. More iterations rounds
on the final result improved the overall rmsd (unpublished
results), but we did not pursue this path39 for the purposes
of this paper.

We illustrate the effects of the doublet and singlet
optimization stages by giving a specific examples1aac, using
the 1.0 Å rotamer library and optimal parameters (to be
described in a later section). After the clash elimination stage,
the rmsd between the predicted structure and the crystal
structure was 0.733 Å. The pair clashes remaining in this
case included the pairs F57 and L67, V37 and F82, and V43
and W45. Doublets optimization brought the rmsd down to
0.703 Å. The final singlet optimization stage brought the
rmsd value further down to 0.622 Å.

For this case, doublet optimization took 3 s, while singlet
optimization took 13 s. For comparison, clash elimination
took 30 s to complete, while the rotamer self-energy
calculation took 8 s.

2.6. The Flat-Bottom Scoring Function. Since our
library is discrete, the best position for a side chain may
lead to some contacts slightly too short. Since the VDW
interactions become very repulsive very quickly for distances
shorter than Re, a distance too short by even 0.1 Å may cause
a very repulsive VDW energy. This might lead to selecting
an incorrect rotamer. In order to avoid this problem, we use
a flat-bottom potential in which the attractive region is
exactly the same down to Re, but the repulsive region is
displaced by some amount ∆ so that contacts that are slightly
too short by ∆ will not cause a false repulsive energy. The
form of this potential is shown in Figure 1.

We allow a different ∆ for each atom of each residue of
each diversity. The way this is done is by writing ∆ as

∆) s · σ

where s is a scaling factor, and the σ values are compiled as
follows.

2.6.1. Compilation of σ Values. For each rotamer library
we considered the 10 query protein structures in the
HBPLUS set (see Materials and Methods). For each side
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chain in each query structure, we picked the closest
matching rotamer (in rmsd) from the library and record
the distance deviation for each atom of the side chain of
that residue. Thus, the atoms at the tip of the longer side
chains such as arginine and lysine would have greater
distance deviations than C� atoms. The mean distance
deviation (δ) for every atom of each amino-acid type over
all 10 query proteins is then calculated. As an example,
the δ values for arginine and lysine rotamers in the rotamer
library of 1.0 Å diversity (rotamer libraries were described
in section 2.1) are listed in Tables 2 and 3.

We assume that the error in positioning of any one atom
of the side chain will have a Gaussian distribution of the
form

f(r) ∝ e-
r2

2·σ2

where r is the radial distance, and σ represents the standard
deviation. Thus,

F(r) ∝ 4πr2f(r)

is the probability of finding an atom at position r from the
crystal position (which is weighted by a factor of 4πr2 from
the x, y, and z distributions). The uncertainty δ in the
Cartesian distance along the line between two atoms is related
to σ by the form

δ) 2 ·�2 · σ2

π

where δ is the value described above. This σ is listed for
arginine and lysine in Tables 2 and 3.

2.6.2. Scaling Factor s. The ∆ values for each side-chain
atom type will depend on their σ values:

∆) s · σ
The deviations for σ above provide a measure of relative

uncertainties in the ability of a library to describe the correct
position of the side-chain atoms. However, to obtain the
absolute value of the flat-bottomness we allow an overall
scaling factor for the flat-bottom portion of the potential for
all atoms.

The value of s was optimized for the Xiang set of 33
proteins for libraries of diversities ranging from 0.2 Å to
5.0 Å as discussed in section 3.

2.6.3. Flat-Bottom Potential on Hydrogen Bond Terms.
We use a flat bottom for the VDW interactions and not for
the Coulomb interactions because the VDW inner wall
potential becomes repulsive very quickly with distance (e.g.,
1/r12). Such scaling is not important for Coulomb since it
scales as 1/r. Most forcefields use a modified VDW interac-
tion between hydrogen bonded atoms. Current version of
AMBER and CHARMM do this between donor hydrogen
and the acceptor heavy atom, treating the interaction as a
standard 12-6 Lennard-Jones with modified parameters. The
flat bottom for the other van der Waal interactions should
apply equally well for these hydrogen bond terms. However,
DREIDING uses an explicit 12-10 hydrogen bond term
between the heavy atoms combined with a factor depending
upon the linearity of the donor-hydrogen-acceptor triad

Ehb )Dhb[5(Rhb ⁄ RDA)12 - 6(Rhb ⁄ RDA)10]cos4(θDHA)

where Dhb stands for the well-depth of the hydrogen bond
potential, Rhb is the equilibrium distance, and θDHA is the
angle between the hydrogen bond donor atom, hydrogen,
and the acceptor atom. We use a flat-bottom potential for
this DREIDING hydrogen bond term. However, we now
allow both the inner and outer walls to shift by an amount
∆ from the equilibrium point. The objective here is to also
let the potential capture the polar contacts that would
otherwise be missed, both when a donor-acceptor pair is
too close or too far away from each other.

2.6.4. Charges. We use the CHARMM34 charges for the
protein and water, since these are standard and well-tested
values. For ligands and other solvents, we use QEq40 charges,
which provide values similar to those from quantum
mechanics.

Figure 1. The flat-bottom potential. The inner wall is shifted
by an amount ∆.

Table 2. δ and σ Values for Each Atom on the Arginine
Side Chain, Listed in Order of Distance Away from the
Main Chaina

dist. deviation (Å) mean (δ) corrected error (σ)

C� 0.090 0.059
Cγ 0.245 0.153
Cδ 0.439 0.275
Nε 0.502 0.315
C� 0.588 0.369
Nη1, Nη2 0.858, 0.839 0.538, 0.526

a Nη1 and Nη2 are equivalent atoms; the average value is used
in actual calculations. These numbers were obtained from the
rotamer library of diversity 1.0 Å.

Table 3. δ and σ Values for Each Atom on the Lysine Side
Chain, Listed in Order of Distance Away from the Main
Chaina

dist. deviation (Å) mean (δ) corrected error (σ)

C� 0.089 0.056
Cγ 0.259 0.162
Cδ 0.406 0.254
Cε 0.596 0.373
N� 0.803 0.503

a These numbers were obtained from the rotamer library of
diversity 1.0 Å.
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The Coulomb interaction between atoms 1 and 2 is written
as

ECoulomb )
c0

ε
q1q2

r12

where q1 and q2 are charges in electron units, r12 is in Å, ε
is the dielectric constant, and c0) 332.0637 and converts to
energies in kcal/mol. After optimization on a Xiang set of
proteins using the 1.0 Å diversity rotamer library and a
scaling factor s ) 1.0, we chose the dielectric ε)6.0 (see
Figure 2). Our calculation of electrostatics used a cubic spline
cutoff beginning at 8 Å and ending at 10 Å.

2.6.5. Total Rotamer Energies. The valence energies
(bonds, angles, torsions, and inversion) plus the internal HB,
Coulomb, and VDW energies of the rotamers were calculated
beforehand and stored in the rotamer library.

The final form of the scoring function is thus

ETotal )∑
i

EEL +∑
i<j

EPair

where EEL is the sum over internal energies and the backbone
interaction energies as described in section 2.1 and

EPair )EVDW +EHB +ECoulomb

is the total nonbond energy between all pairs of atoms
between a pair of residues.

For any particular atoms i and j, the total flat-bottom
correction ∆i,j for the VDW and HB terms is obtained from
the individual ∆ values of ∆i and ∆j using the relation

∆i,j ) √∆i
2 +∆j

2

This value corresponds to the standard deviation from the
convolution of two normal distributions with standard
deviations ∆i and ∆j.

3. Results and Discussion

3.1. Single Placement of Side Chains. To explore the
effect on placement accuracy of using flat-bottom potentials,
we increased the scaling factor s from 0.0 (no scaling) to
2.0 in 0.1 increments. To isolate the effects of the scaling,
we placed side chains one at a time onto the protein, in the

presence of all other side chains in their crystal positions.
The values here represent the best possible results given a
scoring function and a rotamer library.24 The Xiang set of
proteins described in Materials and Methods are used here.

Figure 3 shows that the best scaling factor is s ∼ 1 for all
rotamer libraries. Note that s)1 for the 1.0 Å library leads
to an accuracy of 0.665 Å which is much better than the
accuracy of 0.71 Å obtained using s)0 (no scaling) for the
much bigger 0.6 Å library.

Taking the all-torsion rotamer library as an example, the
rmsd improves from 0.94 Å for s ) 0 (no flat bottom) to
0.80 Å for s ) 0.9. This library with 378 rotamers leads to
an accuracy of 0.80 Å, which compares with the accuracy
of 0.75 Å obtained using the 1.4 Å library, which has 382
rotamers.

We optimized the scaling factors for rotamer libraries of
diversities ranging from just 5.0 Å (44 rotamers) to 0.2 Å
(13,000 rotamers). Tables 4 and 5 lists the optimum scaling
factors and accuracies of these rotamer libraries, which lead
to accuracies ranging from 0.47 Å (0.2 Å diversity) to 1.86
Å (5.0 Å diversity). We consider that the 1.0 Å library with
an accuracy of 0.665 Å using 1014 total rotamers as a good
compromise of efficiency and accuracy. These tables also
list the results for the unscaled potential.

3.2. Effects of Buried vs Exposed Residues. The per-
centage of exposed residues considered in section 3.1 is only
25% because crystallographic waters and solvents were
included in the calculation. We consider this as the best test
of the scoring function. However, in practical applications,
such water and solvent molecules will not be present. This
creates additional uncertainties for the surface residues whose
positions should be affected by the solvent and water.
Without such solvent molecules, the energy functions will
tend to distort the side chains to interact with other residues
of the protein. Surface residues have more flexibility, and it
would be better to have smaller scaling factors for these side
chains. Thus, we optimized separate scaling factors for
surface residues versus bulk. To do this, we calculated the
SASA for the Xiang set and assigned all residues >20%
exposed as surface. The resulting optimized scaling factors
are in Table 6. In Figure 4, we see that the accuracy for the

Figure 2. Effects on dielectric value on rmsd. The optimum value for the constant dielectric, ε)6.0 shown here, was obtained
by fitting results for the Xiang set with a diversity of 1.0 Å and a scaling factor s of 1.0.
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1.4 Å library increases from 0.809 (bulk) and 1.409 (surface)
to 0.515 Å (bulk) and 1.107 Å (surface).

The current SCREAM software does not distinguish
between surface and bulk residues. In order to predict the
surface residues prior to assigning the side chains, we

recommend using the alanized protein and rolling a ball of
2.9 Å instead of the standard 1.4 Å (Supporting Information).

3.3. Placement of All Side Chains on Proteins,
Comparison with SCWRL. The effectiveness of the flat-
bottom potential in the single-placement setting extends to
multiple side-chain placements. Based on the same Xiang
test set of 33 proteins, we report the placement accuracy
shown in Figure 5. The optimal s values were similar to the
values from single placement tests. For example, the 1.0 Å
library had an optimum scaling factor s)1.0 leading to an
accuracy of 0.747 Å (compared to 0.665 Å for single
placement). Overall, the accuracy discrepancy in multiple
placement and single placement setting comes to a 0.09 Å
rmsd. Using the 
1/
2 criterion leads to similar conclusions,
as seen in Table 8.

The overall improvement in rmsd of the optimal s values
over the exact Lennard-Jones potential, however, is more
dramatic than in the single placement tests. For instance, by
introducing the optimal s Value for the float-bottom potential,
in the single side-chain placement case, the accuracy
improved from 0.834 Å to 0.663 Å, an improvement of 0.17

Figure 3. Single side-chain placement accuracy for various rotamer libraries at different s values. Shown are the libraries of 0.2
Å diversity (14755 rotamers), 0.6 Å diversity (3195 rotamers), 1.0 Å diversity (1014 rotamers), 1.4 Å diversity (378 rotamers),
1.8 Å diversity (218), and all-torsion (382 rotamers). The coarser the rotamer library is, the more pronounced the effect of s
becomes.

Table 4. Optimized s Value for Rotamer Libraries of Size
Ranging from 0.2 Å to 5.0 Å, Plus the All Torsion Rotamer
Librarya

library
number of
rotamers

unmodified
potential
(rmsd, Å)

best s
value

best rmsd
(Å)

0.2 Å 14755 0.536 1.3 0.468
0.6 Å 3195 0.710 1.1 0.564
1.0 Å 1014 0.857 1.2 0.665
1.4 Å 378 0.958 1.1 0.753
1.8 Å 214 1.064 0.9 0.885
2.2 Å 136 1.343 0.8 1.175
3.0 Å 84 1.624 0.7 1.487
5.0 Å 44 1.890 0.7 1.860
all-torsion 382 0.937 0.9 0.800

a The s values for that gives the best RMSD value is listed.

Table 5. Effect of s Values on 
1/
1 + 2 Accuracya

library
number of
rotamers


1/
1 + 2
accuracy from

unmodified scoring
function

best
scaling
factor s


1/
1 + 2
accuracy using

best s value

0.2 Å 14755 95.0%/91.8% 1.3 96.3%/93.4%
0.6 Å 3195 92.6%/87.7% 1.1 95.6%/92.1%
1.0 Å 1014 90.0%/83.4% 1.2 95.3%/90.4%
1.4 Å 378 87.8%/80.0% 1.2 94.7%/88.9%
1.8 Å 214 84.3%/75.6% 1.2 91.5%/83.8%
2.2 Å 136 71.9%/61.0% 0.8 79.1%/68.0%
3.0 Å 84 63.4%/54.1% 0.7 68.4%/58.9%
5.0 Å 44 53.2%/44.9% 0.7 54.9%/45.8%
all-torsion 382 89.6%/81.3% 1.1 93.3%/86.8%

a Rotamer libraries of diversity ranging from 0.2 Å to 5.0 Å, plus
the all-torsion rotamer library are used. The best 
1 + 2 accuracy
is used to determine the most effective scaling factor c. A 
 angle
is considered correct if within 40° of the corresponding 
 angle in
the crystal side-chain conformation.

Table 6. Accuracy Comparison in Single Side-Chain
Placements for Buried and Exposed Residues for the
Xiang Test Set

rotamer
library

optimal
scaling
factor s
for core
residues

optimal
scaling factor s

for surface
residues

core residue
rmsd (Å) for

optimal s

surface
residue

rmsd (Å) for
optimal s

0.2 Å 1.4 0.6 0.309 0.939
0.6 Å 1.2 0.8 0.414 1.010
1.0 Å 1.2 0.9 0.515 1.107
1.4 Å 1.3 0.8 0.605 1.171
1.8 Å 1.2 0.7 0.742 1.227
2.2 Å 0.8 0.6 1.105 1.371
3.0 Å 0.7 0.6 1.439 1.625
5.0 Å 0.7 0.7 1.835 1.935
all-torsion 0.9 0.8 0.656 1.224
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Å; in the all-side-chain placement case, the improvements
went from 1.024 Å to 0.755 Å, an improvement of 0.27 Å.

To compare our results with SCWRL, we applied
SCWRL3.0 on the Xiang set of proteins. We found an
accuracy of 0.85 Å for SCWRL. A direct comparison
between SCREAM and SCWRL is difficult since SCWRL

uses a backbone dependent rotamer library and a more
sophisticated multiple side-chain placement algorithm. How-
ever, we note that the 1.8 Å SCREAM library, with just 214
rotamers, achieved an accuracy of 0.86 Å rmsd which is

Figure 4. The effects of varying the scaling factor s on placement accuracies for the exposed and core residues. Shown are
results from the 1.4 Å diversity rotamer library results. Exposed residues account for approximately 25% of all residues.

Figure 5. Accuracy for simultaneously replacing all side chains for various rotamer libraries at different s values. Shown are the
libraries of 0.6 Å diversity (3195 rotamers), 1.0 Å diversity (1014 rotamers), 1.4 Å diversity (378 rotamers), 1.8 Å diversity (218),
and all-torsion (382 rotamers).

Table 7. Optimized s Value for Rotamer Libraries of Size
Ranging from 0.2 Å to 5.0 Å, Plus the All-Torsion Rotamer
Librarya

library
number of
rotamers

unmodified
potential
(rmsd, Å)

best scale
factor s
value

best rmsd
(Å)

0.2 Å 14755 0.689 1.2 0.571
0.6 Å 3195 0.830 1.2 0.657
1.0 Å 1014 1.036 1.1 0.747
1.4 Å 378 1.171 1.1 0.860
1.8 Å 214 1.303 1.0 0.985
2.2 Å 136 1.545 0.9 1.278
3.0 Å 84 1.756 0.8 1.565
5.0 Å 44 1.987 0.6 1.909
all-torsion 382 1.118 1.0 0.916
SCWRL 0.951 Å

a The scaling factor s that gives the best RMSD value is
included. For comparison, SCWRL gives a RMSD of 0.95 Å for
the same residues and proteins tested in this set.

Table 8. Effect of s Values on 
1/
1+2 Accuracya

library
number of
rotamers


1/
1+2
accuracy from

unmodified scoring
function

optimal
s value


1/
1+2
accuracy using

optimal s

0.2 Å 14755 91.4%/86.6% 1.3 94.1%/89.9%
0.6 Å 3195 89.7%/83.0% 1.1 93.8%/88.5%
1.0 Å 1014 84.5%/75.6% 1.1 92.9%/86.7%
1.4 Å 378 81.7%/71.4% 1.3 92.1%/84.3%
1.8 Å 214 77.4%/67.3% 1.2 88.6%/80.0%
2.2 Å 136 66.8%/55.0% 1.1 75.7%/64.6%
3.0 Å 84 60.6%/50.5% 0.8 66.2%/56.7%
5.0 Å 44 52.1%/43.9% 0.6 54.3%/45.7%
all-torsion 382 85.0%/73.4% 1.0 89.7%/81.5%
SCWRL 86.4%/79.7%

a Rotamer libraries of diversity ranging from 0.2 Å to 5. 0 Å plus
the all-torsion rotamer library are used. The best value for 
1+2
correctness is used to determine the most effective s value. A 

angle is considered correct if within 40° of the corresponding 

angle in the crystal side-chain conformation. The 
1/
1 + 2
correctness for SCWRL is 86.4%/79.7%.
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comparable to the 0.85 Å for SCWRL, which has a rotamer
for each major torsion angle, coming to ∼370 rotamers. Of
course, SCWRL uses a backbone dependent rotamer library,
so the specific torsion angles of those rotamers depend on
the backbone �-Ψ angles.

3.4. Effects of Minimization on Structures from
Different Scaling Factors. For efficiency in predicting the
optimum combination of side-chain conformations, we use
the discrete rotamers from the library with no minimization.
Because of this, the closest rotamer in the library to the
correct conformation may have short contacts. That is why
we use the flat-bottom potential. Of course, after assigning
the side chains we need to optimize the structures in
preparation for docking and other applications. To assess how
well this optimization improves the accuracy we have
minimized the side chains for each structure for 100 steps
(using DREIDING in vacuum) with the results in Table 9.

We see that the initial configurations often have very high
energies, but after minimization these energies become fairly
similar for different scaling factors with the same diversity.
As expected, the best energies (in bold face) generally come
from a scaling factor of 1.0 or 1.1. We note also that as the
diversity of the library decreased, the energy of the final
optimized configurations also decreased, indicating increased
accuracy.

As expected, the rmsd also decreases as we minimize the
structures. These results are shown in Table 10. For example,
for the 1.0 Å library, accuracy improved from 0.747 Å to
0.625 Å.

3.5. Program Execution Performance. All tests have
been run on Intel Xeon 2.33 GHz CPU single processors.
The tradeoff in time vs rotamer library size is detailed in
Table 11. Obviously, the size of rotamer libraries affects
the time spent on side-chain placement. Compared to
SCWRL, the time required by SCREAM is relatively slow.
However, SCWRL does not explicitly include hydrogen
atoms, and use of united atom should reduce the computa-
tional time by SCREAM by a factor of about three.36

It might appear that the increased accuracy of using
SCREAM compared to SCWRL might not justify the
increased expense. However, these test cases are all systems
for which exact structures are available. We have found in
applications involving predictions of new structures that the
SCREAM procedure works better than SCWRL, in particular
for predicting GPCRs, as will be presented elsewhere.41

3.6. Tests on the Liang Set Using The Optimized
Scaling Factor. In the previous sections, we optimized the
scaling factors for the Xiang set and discussed the accuracy
for the Xiang set. As to better indicate how well SCREAM
works for new systems we tested the predictions for the Liang
set using the scaling factors optimized for the Xiang set.

Rotamer libraries of practical use, including those of
diversities 0.6 Å, 1.0 Å, 1.4 Å, 1.8 Å, and the all-torsion
rotamer library were used for this test. Results are shown in
Table 12. For example, using the 1.4 Å library, we found
an accuracy of 0.96 Å for all residues and 0.74 Å for the
buried residues, which compares to 0.86 Å for all residues
and 0.73 Å for the buried residues for the Xiang set. The

Table 9. Average Energy Values for the 33 Proteins over Varying s Valuesa

0.6 Å library 1.0 Å library 1.4 Å library all-torsion library

s value
Starting
energy

minimized
energy

starting
energy

minimized
energy

starting
energy

minimized
energy

starting
energy

minimized
energy

0 -1234.3 -3163.1 546.8 -2839.2 6957.0 -2544.8 1558154.0 -2317.1
0.2 -2237.0 -3225.5 530.7 -2969.3 2804.0 -2675.2 1260675.0 -2515.2
0.4 -2195.1 -3271.3 417.6 -3053.8 2610.3 -2790.4 34774.5 -2767.6
0.6 -2364.8 -3312.2 -624.4 -3102.8 3454.9 -2871.2 34628.7 -2826.2
0.8 -2227.6 -3328.1 -419.9 -3168.6 4970.1 -2929.7 41225.3 -2849.5
0.9 -2130.1 -3325.0 -166.4 -3165.1 10013.7 -2941.8 166369.5 -2836.7
1.0 -2041.5 -3331.6 143.2 -3166.3 132017.6 -2952.7 173157.0 -2854.6
1.1 -1952.9 -3341.3 1431.4 -3177.5 136424.5 -2945.5 53846.7 -2845.7
1.2 -1764.6 -3338.9 1885.2 -3171.0 146372.5 -2938.1 62057.7 -2794.9
1.3 -545.0 -3327.5 3278.3 -3161.9 161903.0 -2919.4 101904.8 -2783.0

a All energy values include valence and nonvalence terms, and the units are presented in kcal/mol. The energies do not include
interaction terms between atoms that are not involved in the side-chain placement calculations. Numbers in bold are the minimum values for
each category.

Table 10. Average RMSD Values (in Å) for the Xiang Set of 33 Proteins, before and after Minimizationa

0.6 Å library 1.0 Å library 1.4 Å library all-torsion library

scaling factor
starting
rmsd

minimized
rmsd

starting
rmsd

minimized
rmsd

starting
rmsd

minimized
rmsd

starting
rmsd

minimized
rmsd

0 0.830 0.737 1.036 0.930 1.171 1.061 1.112 1.003
0.2 0.784 0.694 0.954 0.848 1.071 0.962 1.035 0.916
0.4 0.746 0.658 0.884 0.773 1.003 0.887 0.975 0.848
0.6 0.706 0.615 0.827 0.718 0.930 0.814 0.954 0.823
0.8 0.681 0.591 0.784 0.668 0.888 0.767 0.920 0.787
0.9 0.682 0.591 0.766 0.651 0.877 0.752 0.917 0.786
1.0 0.672 0.581 0.764 0.647 0.863 0.736 0.916 0.780
1.1 0.662 0.569 0.747 0.625 0.860 0.729 0.923 0.786
1.2 0.657 0.562 0.752 0.629 0.861 0.727 0.937 0.799
1.3 0.662 0.568 0.758 0.632 0.860 0.724 0.946 0.803

a Entries in bold correspond to those with the lowest DREIDING energies before and after minimization; see Table 9 for details.
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reason for the decreased accuracy is that 40% of side chains
in the Liang set are solvent exposed compared to 25% for
the Xiang set. The prediction of core residues is ap-
proximately at the same level of accuracy as reported in
previous sections.

3.7. Parameters for Other Lennard Jones Potentials.
While the Lennard-Jones 12-6 potential is the most com-
monly used, it has been demonstrated that softer potentials
improve placement accuracy.42 Thus, we tested out Lennard-
Jones potentials of the 7-6, 8-6, 9-6, 10-6, and 11-6
types on the 1.0 Å rotamer library for the Xiang protein set.
As expected, the softer potentials performed better, but the
results can be improved further by including a flat-bottom
region in the potential. Results are shown in Table 13. The
optimal value of the scaling factor s decreases with softer
Lennard-Jones potentials, which was expected and was
consistent with the flat-bottom potential approach. It is
interesting to note that the 11-6 potential with optimized
scaling factor s achieved the best overall rmsd value for this
test, though the differences across the different Lennard-Jones
potentials were small.

3.8. Comparison with VDW Radii Scaling. We also test
out using reduced VDW radii values on the 1.0 Å rotamer
library for the Xiang protein set. The results are shown in

Table 14. The improvement from using reduced VDW radii
is not as pronounced as the improvement from using softer
Lennard-Jones potential forms, described in the previous
section.

3.9. Extension beyond the Natural Amino Acids. The
σ values were calculated for the natural amino acids. To
extend the flat-bottom potential approach for ligands and non-
natural amino acids, a value for ∆ or σ needs to be
determined. These values clearly depend on how conforma-
tions were generated, but we recommend a simple scheme
such as using ∆ ) 0.4 Å for all atoms.

4. Conclusion

We show that side-chain placement using a flat-bottom
potential leads to excellent side-chain placement results with
a simple combinatorial side-chain placement algorithm. We
present a straightforward method for deriving these param-
eters and applied this to rotamer libraries with a wide range
of diversities (0.2 Å to 5.0 Å). The potential is a simple
modification of a Lennard-Jones potential, making it easy
to incorporable into existing software.

A particularly important application for side-chain place-
ment is in protein folding applications where one wants to
find rapidly the best side-chain positions for each backbone
configuration. A first application of SCREAM for such

Table 11. Performance Measure of SCREAM, with Rotamer Libraries of Various Diversitiesa

X1 (%) X1+2 (%) rmsd (Å)

library diversity number of rotamers time per protein buried all buried all buried all

0.2 Å 14755 554 s 96.7 93.8 93.7 89.7 0.43 0.58
0.6 Å 3195 291 s 96.1 93.5 91.6 88.0 0.53 0.67
1.0 Å 1014 146 s 95.5 92.4 89.8 85.9 0.62 0.76
1.4 Å 378 110 s 94.4 91.6 87.0 83.8 0.73 0.86
1.8 Å 214 91 s 90.9 87.8 83.4 80.0 0.85 0.99
all-torsion 382 147 s 92.4 89.7 85.2 81.5 0.78 0.92
SCWRL n/a 3 s 90.3 86.4 84.4 79.7 0.79 0.95

a The timing statistics were taken from the runs that gave the best energy values.

Table 12. SCREAM Predictions on the Liang Test Set Using Optimized Scaling Factor for Rotamer Libraries of Various
Diversitiesa


1 (%) 
1+2 (%) rmsd (Å)

library diversity number of rotamers run time per protein buried all buried all buried all

0.6 Å/s ) 1.2 3195 78.9 s 96.4 90.8 92.6 84.3 0.52 0.80
1.0 Å/s ) 1.1 1014 41.0 s 93.6 89.1 87.1 80.7 0.69 0.93
1.4 Å/s ) 1.1 378 29.9 s 94.5 89.4 86.2 79.9 0.74 0.96
1.8 Å/s ) 1.0 214 27.6 s 90.3 85.2 83.5 77.0 0.84 1.05
all-torsion /s ) 1.0 382 32.5 s 93.4 87.6 87.3 79.4 0.77 0.99
SCWRL n/a 2 s 90.5 83.7 84.3 75.5 0.82 1.10

a The percentage of buried residues in this test set is about 40%, greater than the 25% figure from the previous test set. We include
crystal structure solvents in the predictions, and the increase in exposed residues is due to the fewer resolved solvents in those structures.

Table 13. Effect of Different Lennard-Jones Potentials and
Their Optimal Scaling Factor sa

LJ type
unmodified

potential (rmsd, Å)
best scale

factor s value
best scale

factor rmsd (Å)

7-6 0.831 0.4 0.767
8-6 0.845 0.6 0.752
9-6 0.855 0.7 0.752
10-6 0.911 0.8 0.749
11-6 0.963 1.0 0.741
12-6 1.036 1.1 0.747

a Tests were done on the Xiang protein set using the 1.0 Å
rotamer library.

Table 14. Effects of VDW Scalinga

VDW radii scaling rmsd (Å)

75% 0.959
80% 0.884
85% 0.866
90% 0.896
95% 0.956
100% 1.036

a Tests were done on the Xiang protein set using the 1.0 Å
rotamer library.
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problems is the recent development of the MembSCREAM
methodology for predicting three-dimensional structures for
G-Protein Coupled Receptors.41
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